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ABSTRACT
In pattern recognition, data integration is a processing method to combine multiple sources so that the combined result can be more accurate than a single source. Evidence theory is one of the methods that have been successfully applied to the data integration task. Since Dempster-Shafer theory as the first evidence theory can be against our intuitive reasoning with some data sets, many researchers have proposed different rules for evidence theory. Among all these rules, the averaging rule is known to be better than others. On the other hand, α-integration was proposed by Amari as a principled way of blending multiple positive measures. It is a generalized averaging algorithm including arithmetic, geometric and harmonic means as its special case. In this paper, we generalize evidence theory with α-integration. Our experimental results show how our proposed methods work.

Index Terms— Evidence Theory, Data Integration

1. INTRODUCTION

In pattern recognition, data integration has been applied to multiple sources to achieve improved accuracy than that based on a single source of information because one sensor might not be good enough to provide unambiguous information. Some data integration algorithms have been proposed (see [1] and references therein) such as Bayesian inference [2], evidence theory (or Dempster-Shafer theory) [3, 4], clustering algorithms and neural networks [5]. Kernel-based integration methods are also used for integration [6, 7]. However, there is no consensus on which method is more universally applicable [1].

Evidence theory (ET) is a mathematically well defined theory for handling conflicts between different bodies of evidence. It is conceptually the same as Bayesian theory except that it uses epistemic (subjective) uncertainty [8]. The advantages of ET include its flexibility in theory and easy implementability. After the initial introduction of ET by Dempster and Shafer [3, 4], it has been improved [9, 10] because in some cases the original Dempster-Shafer (D-S) combination rule is against our intuitive reasoning. Many researchers have proposed different rules to address this issue, and recently, some effective averaging rules have emerged, and in these rules, how to assign the weights becomes an important issue [9, 11, 12]. However, they still use the D-S combination rule after the averaging.

On the other hand, α-integration has been proposed for stochastic model integration by Amari [13]. Given a number of stochastic models in the form of probability distributions, it finds out the optimal integration of the sources in the sense of minimizing the α-divergence. Many artificial neural models such as the mixture (or product) of experts model [14, 15] can be considered as a special case of α-integration.

In this paper, we generalize ET with α-integration in two ways: (1) the D-S combination rule is interpreted as a special case of α-integration and generalized, and (2) the previous averaging methods for ET are generalized. Note that both generalization approaches can be applied at the same time. Our experimental results show how our proposed methods work. We use the same data sets as the previous averaging methods used.

2. REVIEW OF PREVIOUS WORK

2.1. Evidence theory

As the first evidence theory, Dempster and Shafer proposed the D-S combination rule [3, 4]. Here, we give a brief review of it. For details, see [10] and references therein.

Let Θ be a set of hypotheses, and m be a basic belief assignment (BBA) which is a function from a subset of Θ to [0, 1] with the following properties.

\[
m(\phi) = 0, \\
\sum_{A \subset \Theta} m(A) = 1. 
\] (1)

When two evidence bodies \(m_1\) and \(m_2\) are given, the D-S combination rule for \(\tilde{m}(A)\) is defined by

\[
\tilde{m}(A) = \frac{\sum_{B \cap C = A} m_1(B)m_2(C)}{1 - K}, 
\] (2)

where

\[
K = \sum_{B \cap C = \phi} m_1(B)m_2(C). 
\] (3)

Here, \(K\) indicates basic probability associated with conflict. This can be easily expanded to more than two evidence bodies.

As pointed out in [9], in some cases the D-S combination rule is against our intuitive reasoning. For example, when only one evidence has 0 belief but all others have 1 belief, still the combination is 0. To overcome this weakness, ET has been improved in some directions, and the averaging approach is known to be better than others [10].
In [9], Murphy proposed an averaging rule to avoid the nonintuitive combination in ET. When there are \( N \) evidence bodies, Murphy’s rule first calculates the average of each hypothesis for the evidence and applies the D-S combination rule with the averages \( N - 1 \) times. That is, Eq. (2) is modified as follows.

\[
\tilde{m}(A) = \frac{\sum_{B: C=\emptyset} \tilde{m}(B) \tilde{m}(C)}{1 - \bar{K}},
\]

where

\[
\bar{K} = \sum_{B: C=\emptyset} \tilde{m}(B) \tilde{m}(C).
\]

Here, \( \tilde{m}(B) \) and \( \tilde{m}(C) \) are the averages of evidence for \( B \) and \( C \), respectively. Here, all bodies of evidence have the same importance with the same weight in calculating the average, which is not always the case. Instead of a simple averaging rule, some other researchers have tried a weighted sum of evidence bodies [11, 12].

### 2.2. \( \alpha \)-Integration

Here we provide a brief overview of \( \alpha \)-integration, more details on which can be found in [13]. Let us consider two positive measures of random variable \( x \), denoted by \( m_1(x) > 0 \) and \( m_2(x) > 0 \) for \( i = 1, 2 \). \( \alpha \)-mean [13] is a one-parameter family of means, defined by

\[
\tilde{m}_\alpha(x) = f_\alpha^{-1} \left( \frac{1}{2} \left[ f_\alpha(m_1(x)) + f_\alpha(m_2(x)) \right] \right),
\]

where \( f_\alpha(\cdot) \) is a differentiable monotonic function given by

\[
f_\alpha(z) = \begin{cases} 
\frac{z^{1+\alpha}}{1+\alpha}, & \alpha \neq 1, \\
\log z, & \alpha = 1.
\end{cases}
\]

\( \alpha \)-mean includes various commonly used means as its special case: for \( \alpha = -1, 1, 3, \infty \) or \( -\infty \), \( \alpha \)-mean becomes arithmetic mean, geometric mean, harmonic mean, minimum, or maximum, respectively. The value of the parameter \( \alpha \) (which is usually specified in advance and fixed) reflects the characteristics of the integration. As \( \alpha \) increases, \( \alpha \)-mean resorts more to the smaller one between \( m_1(x) \) and \( m_2(x) \) (more optimistic), while as \( \alpha \) decreases, the larger one is considered with more weight [13].

\( \alpha \)-mean can be generalized to the weighted \( \alpha \)-mixture of \( M \) positive measures \( m_1(x), \ldots, m_M(x) \) with weights \( \mathbf{w} = [w_1, w_2, \ldots, w_M] \), which is referred to as \( \alpha \)-integration of \( m_1(x), \ldots, m_M(x) \) with weights \( \mathbf{w} \) [13].

**Definition 1 (\( \alpha \)-integration)** The \( \alpha \)-integration of \( m_i(x), \) \( i = 1, \ldots, M, \) with weights \( \mathbf{w} \) is defined by

\[
\tilde{m}(x) = f_\alpha^{-1} \left( \sum_{i=1}^M w_i f_\alpha(m_i(x)) \right),
\]

where \( w_i > 0 \) for \( i = 1, \ldots, M \) and \( \sum_{i=1}^M w_i = 1 \).

Given \( M \) positive measures, \( m_i(x), \) \( i = 1, \ldots, M, \) the goal of integration is to seek their weighted average \( \tilde{m}(x) \) that is as close as to each of the measures as possible, while how close two positive measures are is evaluated using a divergence measure. It was shown by Amari that \( \alpha \)-integration \( \tilde{m}(x) \) is optimal in the sense that the risk function

\[
J_\alpha[\tilde{m}] = \sum_{i=1}^M w_i D_\alpha[m_i(x) \parallel \tilde{m}(x)]
\]

is minimized, where \( D_\alpha[m_i(x) \parallel \tilde{m}(x)] \) is the \( \alpha \)-divergence of \( \tilde{m}(x) \) from the measures \( m_i(x) \) [13].

### 3. \( \alpha \)-Integration of Multiple Evidence

In this section, we propose a generalized evidence theory, \( \alpha \)-Integration of Multiple Evidence, by applying \( \alpha \)-integration to evidence theory in two ways. First, we interpret the D-S combination rule as a special form of \( \alpha \)-integration and generalize it with \( \alpha \)-integration. Second, \( \alpha \)-integration is directly applied to the previous averaging approaches for ET.

#### 3.1. \( \alpha \)-Integration on the D-S Combination Rule

The reason the D-S combination rule has nonintuitive results for some cases is that the combination rule is like an AND operator. So, once one evidence with 0 belief comes up, then the combined belief is always 0 no matter how the other evidence bodies are. It is because the combination rule is based on a multiplication operator. Here, we interpret the combination rule as a kind of averaging methods and propose a generalized method which can avoid the same problem as the original D-S combination rule has.

The D-S combination rule in Eq. (2) can be rewritten as follows.

\[
\tilde{m}(A) = \frac{\sum_{B: C=\emptyset} m_{12}(BC)^2}{1 - \bar{K}},
\]

where

\[
m_{12}(BC) = \sqrt{m_1(B)m_2(C)}.
\]

This is the geometric mean of \( m_1(B) \) and \( m_2(C) \).

Now using the fact that the geometric mean is a special case of \( \alpha \)-integration with \( \alpha = 1 \), we generalize it as follows.

\[
\tilde{m}(A) = \frac{\sum_{B: C=\emptyset} m_{\alpha,12}(BC)^2}{1 - \bar{K}},
\]

where

\[
m_{\alpha,12}(BC) = f_\alpha^{-1} \left[ f_\alpha(m_1(B)) + f_\alpha(m_2(C)) \right].
\]

Eq. (12) armed with Eq. (13) is a more generalized combination rule, which can avoid the nonintuitive problem by choosing the \( \alpha \) value carefully, which is confirmed in section 4.

#### 3.2. \( \alpha \)-Integration on the Averaging Rules

In this section, we also generalize the previous averaging methods with \( \alpha \)-integration. By applying \( \alpha \)-integration, the previous averaging methods which are arithmetic means with different weights can be replaced with

\[
\tilde{m}_\alpha(A_i) = f_\alpha^{-1} \left( \sum_{j=1}^M w_j f_\alpha(m_j(A_i)) \right),
\]

where \( w_j \) are obtained as in the previous averaging methods. Even though in experiment we used one example of the averaging rules, the probabilistic weight method in [12], it can be applied to any other averaging methods.

After calculating the \( \alpha \)-integration of all the hypotheses, we apply the D-S combination rule \( N - 1 \) times as other averaging methods do. With the new averaging rule in Eq. (14), the combination rule in Eq. (4) is modified as follows.

\[
\tilde{m}_\alpha(A) = \frac{\sum_{B: C=\emptyset} m_{\alpha}(B) m_{\alpha}(C)}{1 - \bar{K}_\alpha},
\]
where
\[
\bar{K}_\alpha = \sum_{B \cap C = \emptyset} \bar{m}_\alpha(B) \bar{m}_\alpha(C).
\] (16)

Note that we can apply \(\alpha\)-integration to both the D-S combination rule in the previous section and the averaging rule here at the same time. We show how the generalized rules work in section 4.

4. EXPERIMENTS

In order to show the useful behavior of our method, we carried out experiments with two different data sets used in two previously published papers: (a) the data set in [16] (Data 1) and (b) the data set in [11] (Data 2). Actually both data sets are for target recognition systems where there is one true target (for both cases, hypothesis \(A\) is the true target) with multiple evidence. We tested our proposed methods with different \(\alpha\) values. Note that the D-S combination rule and the previous averaging methods are special cases with specific \(\alpha\) values. For the comparison between the previous averaging methods, see [12].

Xu’s data (Data 1): Xu’s method is not an averaging approach but is based on grey relational analysis (GRA) [16]. They proposed their method as an alternative to averaging method such as Murphy’s and Yong’s. We tested this data to show how our method works based on the different \(\alpha\) values.

<table>
<thead>
<tr>
<th>Belief</th>
<th>(m_1)</th>
<th>(m_2)</th>
<th>(m_3)</th>
<th>(m_4)</th>
<th>(m_5)</th>
<th>(m_6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m(A))</td>
<td>0.54</td>
<td>0.54</td>
<td>0.57</td>
<td>0.55</td>
<td>0.55</td>
<td>0.56</td>
</tr>
<tr>
<td>(m(B))</td>
<td>0.15</td>
<td>0.9</td>
<td>0.06</td>
<td>0.3</td>
<td>0.1</td>
<td>0.15</td>
</tr>
<tr>
<td>(m(C))</td>
<td>0.32</td>
<td>0.1</td>
<td>0.4</td>
<td>0.13</td>
<td>0.25</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 1. Evidence of Data 1

One of the belief tables used in [16] is in Table 1. The hypothesis \(A\) is the real target, so we focus on the belief assigned to \(A\). Note that the second BBA for the hypothesis \(A\) is zero which is seriously conflicted with other evidence. Intuitively, the hypothesis \(A\) should have a dominant belief after combination and the hypotheses \(B\) and \(C\) should go close to zero. Also, the influence of the second evidence is expected to be decreased as evidence bodies are added.

Yong’s data (Data 2): The belief table used in [11] is in Table 2. As mentioned earlier, D-S theory can have a set of elements as one hypothesis. In this table, there are 3 elements (\(A, B\) and \(C\)) and 4 hypotheses with \(\{A, C\}\) in addition to the 3 elements. There are 5 evidence bodies and the second one is seriously conflicted as in the previous data.

<table>
<thead>
<tr>
<th>Belief</th>
<th>(m_1)</th>
<th>(m_2)</th>
<th>(m_3)</th>
<th>(m_4)</th>
<th>(m_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m(A))</td>
<td>0.5</td>
<td>0.5</td>
<td>0.55</td>
<td>0.55</td>
<td>0.6</td>
</tr>
<tr>
<td>(m(B))</td>
<td>0.2</td>
<td>0.9</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>(m(C))</td>
<td>0.3</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(m(A, C))</td>
<td>0</td>
<td>0</td>
<td>0.35</td>
<td>0.35</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 2. Evidence of Data 2

In Fig. 1, we can see that the original D-S combination rule which is a special case of our proposed method with \(\alpha = 1\) is not the best way to combine the evidence bodies. Rather, when \(\alpha\) is around \(-1\), the combination result is more desirable.

When an averaging rule is generalized with \(\alpha\)-integration, the belief assignments of the hypothesis \(A\) are similar to Fig. 1. Fig. 2 shows the belief value of the hypothesis \(C\) which is expected to be decreased as the evidence bodies are added. In Fig. 2a, smaller values for \(\alpha\) than \(-1\) are generally better and in Fig. 2b, roughly speaking, \(\alpha = 0\) seems better than others. That is, the best \(\alpha\) value depends on each situation and we can wisely choose the value to get a more desirable result from multiple evidence. Also, note that even though we used only integer values for \(\alpha\), any real number would be possible.

4.3. \(\alpha\)-integration on both

In this section, we applied \(\alpha\)-integration to both the D-S combination rule and an averaging rule. In Fig. 3, to make the figures clearer, we tested two \(\alpha\) values for the averaging rules and six \(\alpha\) values for the D-S combination rule. Fig. 3 shows the converged belief assignment after combining all the evidence. We can see with different \(\alpha\) values, the results are changing. That is, this generalized method gives us more room to improve the performance by fitting the \(\alpha\) value. Note that the previous averaging method is a special case with \(\alpha = -1\) (arithmetic mean) for the averaging rule and \(\alpha = 1\) (geometric mean) for the combination rule. With different \(\alpha\) values, we could get better results.
5. CONCLUSION

We interpreted the D-S combination rule and the averaging methods for ET as a special case of $\alpha$-integration and proposed generalized methods. We could apply both generalization methods at the same time. We can choose the $\alpha$ value for each data set to get a more desirable result that is more like human intuition. Even though the algorithms were tested with two synthetic data sets, we can apply the proposed methods to real target recognition problems without any difference.

In this paper, we discussed two generalization methods assuming the $\alpha$ values were given manually. So, a promising future direction is to develop algorithms to find out the $\alpha$ value automatically from each data set.
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