ABSTRACT

Bag-of-visual Words (BoW) image representation is getting popular in computer vision and multimedia communities. However, experiments show that the traditional BoW representation is not as effective as it is desired. One of the most important reasons for its ineffectiveness is that, the traditional BoW representation lost the spatial information in images. To overcome this problem, we propose the pair-wise visual word tree, within which each visual word keeps both the appearance and spatial information between two interest points in image. Thus, the corresponding novel BoW representation preserves the spatial structure in image. Based on the pair-wise visual word tree, we propose an efficient topic word selection algorithm, which utilizes the Latent Semantic Analysis to discover the most expressive visual words for different image categories. An efficient strategy is then utilized to combine the selected topic words for image re-ranking. Massive experiments show that the novel BoW representation shows promising performance. Meanwhile, the proposed image re-ranking strategy shows the state-of-the-art precision and promising efficiency.
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1. INTRODUCTION

Bag-of-visual Words (BoW) representation is popular in multimedia and vision tasks, including video event detection [1], object recognition [2, 3], large-scale image retrieval [4-6], etc. Traditionally, a visual vocabulary is trained by clustering a large number of local feature descriptors. The exemplar descriptor of each cluster is called a visual word. In previous works, various numbers of visual words are generated for BoW representation. There are two observations [2-5]: 1) more visual words generally results in better performance; 2) the performance will be saturated when the number of visual words reaches certain levels. Intuitively, larger number of visual words indicates more fine-grained partitioning of the descriptor space. Hence the visual words become more distinctive. However, the second
in Fig. 2, because of the quantization error, the similar image patches can be assigned with different visual words. In the visual word combinations, such errors are magnified, making these combinations invalid in representing the similarity between the two images. Several works are reported trying to suppress the quantization error and improve the repeatability of visual word combinations. E.g., Visual Phrase is proposed in [8] by grouping semantically similar visual word pairs together; Visual Synset is proposed as semantically similar visual phrases in [9]. These methods, although show promising performance in specific tasks, are expensive to compute and are not scalable.

2. PAIR-WISE VISUAL WORD TREE GENERATION

As illustrated in Fig. 3(a), before the pair-wise visual word tree generation, we use the DoG (Difference of Gaussian) [7] to detect interest points. From each interest point, we extract the information shown in Fig. 4. Each interest point is denoted as \( P(S, D, O) \). More details about the interest point detection, scale and orientation can be found in [7]. Based on the interest points, we proceed to introduce the SSIPP detection and pair-wise visual word tree generation.

To generate visual words preserving both appearance and spatial information, pair-wise visual word tree is proposed in this paper. As illustrated in Fig. 3(a), pair-wise visual word tree is built by clustering a large number of Spatially Stable Interest Point Pairs (SSIPPs), which are defined as the co-occurred interest points within a constrained spatial distance. Since each interest point pair contains the appearance (i.e., the feature descriptors of the interest points) and spatial clues (i.e., the scale and orientation relationships between the two interest points), the generated visual word is designed to be more descriptive. Topic words are defined as the visual words most related with the semantics of certain image category. As illustrated in Fig. 3(b), with the pair-wise visual word tree, the images returned from the image search engines are represented as BoW representations. Then, the words most related with the query (i.e., the topic words) are identified. Finally, the rank of each image is computed with their contained topic words.

The contributions of our work can be summarized as: 1) the pair-wise visual word tree is proposed. The BoW image representation preserving both the appearance and spatial information can be efficiently achieved with it. 2) The proposed topic word based image re-ranking shows the state-of-the-art precision with promising efficiency.

The rest of the paper is organized as follows. Section 2 introduces the pair-wise visual word tree generation. Topic word based image re-ranking is presented in Section 3. Section 4 discusses our experiments. The paper is finally concluded in Section 5.
2.2.1. Clustering based on appearance similarity

To cluster the SSIPPs with their appearance clues, we first define the appearance similarity between two SSIPPs as:

$$\text{Sim}(I, J) = \min \begin{pmatrix} M(D_i^c, D_j^c) + M(D_i^d, D_j^d) \end{pmatrix}$$

where \(\text{Sim}(I, J)\) is the similarity between SSIPP \(I\) and \(J\). \(D_i^a\) is the SIFT of the interest point \(I\). \(M(.)\) denotes the distance metric. \(O_{1ij}\) and \(O_{2ij}\) stand for the two possible match orders between \(I\) and \(J\). Eq. 2 selects the best match order to compute the largest similarity between two SSIPPs.

We utilize the cosine distance as the \(M(.)\). Hierarchical \(K\)-means is employed to implement the clustering task for its high efficiency. Note that, during the clustering, two match orders between SSIPP \(I\) and the cluster center \(C\) can be produced, i.e., \(O_{1IC}\) and \(O_{2IC}\). According to the Eq. 2, the new cluster centers \((D_{i}^c, D_{i}^d)\) are updated with Eq. 3:

$$\begin{align*}
D_i^c &= \text{Mean} \left( \sum_{a=1}^{a_{i}} D_i^c + \sum_{b=1}^{b_{i}} D_j^c \right) \\
D_i^d &= \text{Mean} \left( \sum_{a=1}^{a_{i}} D_i^d + \sum_{b=1}^{b_{i}} D_j^d \right)
\end{align*}$$

where \(I\) stands for a SSIPP in \(C\). \(\{O_{1IC}\}, \{O_{2IC}\}\) are two SSIPP sets whose best match orders with the old cluster center of \(C\) are \(O_{1IC}\) and \(O_{2IC}\), respectively.

The result of hierarchical \(K\)-means clustering is the appearance based tree, where each node preserves the appearance information. Spatial information will then be assigned to each leaf node in the next section.

2.2.2. Pair-wise spatial relationship quantization

The spatial relationship in each SSIPP is defined as: the scale ratio (i.e., scale relationship) and the included angle (i.e., orientation relationship) between the contained two interest points. We quantize the spatial information hierarchically. Suppose the scale ratio and the included angle are quantized into \(a\) and \(\beta\) scales, respectively. Then, each leaf node in the appearance based tree is divided into \(a\) new nodes, representing different scale relationships. Similarly, each new node is divided into \(\beta\) visual words. For an appearance based tree with \(K\) leaf nodes, the final pair-wise visual word tree contains \(K \times a \times \beta\) visual words.

Suppose \(I\) is a SSIPP falling in leaf node \(L\) by searching its nearest nodes in the tree hierarchically. Its scale ratio and included angle \(R_i^s, R_i^o\) are computed in Eq. 4.

$$R_i^s = \begin{cases} \log(S_i^s / S_i^c) & \text{if } O_{1iL} \\ \log(S_i^s / S_i^c) & \text{if } O_{2iL} \end{cases}$$

$$R_i^o = \begin{cases} \text{N}(O_i^o - O_i^c) & \text{if } O_{1iL} \\ \text{N}(O_i^o - O_i^c) & \text{if } O_{2iL} \end{cases}$$

where \(S_i^c\) and \(O_i^c\) are the scale and orientation of interest point \(I\). \(O_{1iL}, O_{2iL}\) stand for the match orders between \(I\) and \(L\). \(\text{N}()\) normalizes the angle \(\theta\) into \([-\pi, \pi]\). Based on \(R_i^s\) and \(R_i^o\), \(I\) can be assigned with corresponding visual word, which keeps its appearance and spatial information.

3. TOPIC WORD BASED IMAGE RE-RANKING

Image re-ranking is a research topic catching more and more attentions [10, 11] in recent years. The goal is to resort the images returned by text-based search engines according to their visual appearances to make the top-ranked images more relevant to the query. In our algorithm, the returned images are first represented as BoW representations with the pair-wise visual word tree. Then, the visual words most related with the query are identified for image re-ranking.

3.1. Topic Word Selection

For the images retrieved with a query \(Q\), we utilize the Latent Semantic Analysis (LSA) [12] to compute the importance of each visual word to \(Q\). The most important ones are identified as topic words. Proposed in natural language processing, LSA analyzes the relationships between a set of documents and the terms they contain by producing a set of concepts related to the documents. Similarly, we treat each image as a document and each visual word as a term. Then, for the image set, we build a \(m \times n\) sized term-document matrix \(M\), where \(n\) is the number of documents, and each \(m\)-dimensional vector is a visual word histogram. According to LSA, \(M\) can be decomposed with Singular Value Decomposition in Eq. 5.

$$M = U \Sigma V^T$$

where \(U\) and \(V\) are orthonormal matrices and \(\Sigma\) is a \(k \times k\) sized diagonal matrix. Each diagonal element in \(\Sigma\) represents a latent topic found in \(M\). We keep the largest \(t\) elements and set the rest to zero, resulting in a new matrix \(\Sigma^*\). Intuitively, since many returned images are related with the query \(Q\) and show similar appearances (i.e., similar visual topics), it is reasonable to keep the most dominant latent topics and filter the noisy ones. In the paper, \(t\) is experimentally set as 0.1 \(* k\). By replacing \(\Sigma\) with \(\Sigma^*\) in Eq. 5, we get the new matrix \(M^*\), with which, the importance of each visual word to query \(Q\) i.e., the \(w_i\) is computed in Eq. 6.

Then, the visual words with high importance can be selected as the topic words for \(Q\).

$$w_i = \sum_{j=1}^{n} M_{i,j}^*$$

3.2. Topic Word based Image Re-ranking

Based on topic words, we utilize the strategy illustrated in Eq. 7 to compute the rank value of each image.

$$\text{Rank}^{(i)} = \sum_{j=1}^{T} tfidf^{(j)}, w_j$$

where \(\text{Rank}^{(i)}\) denotes the rank value of image \(i\). \(T\) is the total number of the topic words, which is experimentally set as 200. \(tfidf^{(j)}\) stands for the TF-IDF (i.e., Term Frequency • Inverse Document Frequency [5]) of the topic word \(j\) in image \(i\). With Eq. 7, the image re-ranking task can be finished by sorting the images according to their rank values.

4. EXPERIMENTS

4.1. Dataset Collection

To implement convincing experiments, we collect a dataset with ground truth. We first download images from Google Image with keywords of location such as “Great Wall”,
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“Eiffel Tower”, etc. From the downloaded images, we selected 40 categories, within which we keep 250 relevant images and 100 irrelevant ones. Finally, we build a dataset containing 14000 images, all of which are annotated with positive or negative tags. In addition, with the downloaded image dataset, we extracted about 5 million SSIPPs for pair-wise visual word tree generation in the experiments.

4.2. Comparisons and Evaluations

We first run image re-ranking with different visual word numbers and different spatial quantizations. MAP (Mean Average Precision) computed in Eq. 8 is adopted to measure the performance of image re-ranking. Fig. 6 presents the experimental results.

\[
MAP = \frac{\sum_{i} correct_{i}^{(Q)}}{250}, Q = 1, 2, ..., 40
\]

where, \( correct_{i}^{(Q)} \) is the number of positive images in the top \( i \) re-ranked images for query \( Q \).

From C1, C5, and C9 in the Fig. 6, we can conclude that the number of leaf nodes in appearance based tree is important for the final performance. The results of different spatial quantizations indicate that the spatial clue is helpful for improving precision. Especially from C6, C7 and C10, C11, scale is more important than the orientation. This might be because the detected scale clue is more robust than the orientation. Moreover, we observe that too finer spatial quantization decreases the performance. In Fig. 6, C6 with 11861 leaf nodes, \( \alpha=3 \) and \( \beta=1 \) shows the best performance.

In order to illustrate the advantage of the pair-wise visual word tree as well as to compare our topic word based image re-ranking with the state-of-the-art algorithm. We implement the following algorithms in the next experiment:

- **A1**: traditional visual word tree with 31973 visual words.
- **A2**: pair-wise visual word tree with 35583 visual words (11861 leaf nodes in appearance based tree, \( \alpha=3 \) and \( \beta=1 \)).

From the experimental result illustrated in Fig. 7(a), it is clear that our pair-wise visual word tree outperforms the traditional visual word tree and shows similar MAP with the state-of-the-art VisualRank. Thus, the effectiveness of our pair-wise visual word tree and the proposed re-ranking algorithm can be clearly illustrated. In addition, it is necessary to point out that our algorithm is still very efficient. Obviously in Fig. 7(b), our algorithm shows similar efficiency with the traditional visual word tree and is faster for about 17 times than the VisualRank. Thus, we could conclude that our pair-wise visual word tree and topic word based image re-ranking is effective and efficient.

5. CONCLUSIONS

In this paper, we propose the pair-wise visual word tree and topic word based image re-ranking. Generated by clustering a large number of SSIPPs, the visual word in the pair-wise visual word tree preserves both the appearance and spatial information. Based on the LSA, we propose an efficient topic word selection algorithm. With the pair-wise visual word tree and the selected topic words, an efficient image re-ranking algorithm is proposed. Experiments illustrate that the novel pair-wise visual word shows better performance than the traditional visual word tree. In addition, the proposed image re-ranking algorithm presents promising efficiency and the state-of-the-art precision.
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