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ABSTRACT
Most existing duration modeling approaches facilitates phone recognizer and require manually annotated corpus to train the segmentation models, which is usually cost- and time-consuming. In this paper, a novel duration modeling approach is proposed, which does not require phone recognizer/annotated training data, and facilitates fast computation of language identification. In this approach, the segmentation is implemented by using articulatory features like voicing status. A pair of connected unvoiced and voiced segments is considered as the unit, and the duration of each segment is normalized for each utterance and then quantized into 20 discrete ranges. The ranges of units are later considered as symbol sequences and are modeled by n-gram models, to capture the temporal pattern, which is hypothesized to vary in different languages. The experiments based on the NIST LRE 2005 tasks show a relative 19.7% EER improvement by introducing the proposed duration modeling-based system into a fusion system containing two GMM-UBM based acoustic systems using MFCC and pitch+intensity features.
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1. INTRODUCTION
Recent Language Identification (LID) research has focused on channel normalization, speaker normalization, discriminative modeling and score fusion [1]. Less effort has been put to introduce novel features [2]. While channel/speaker normalization reduces channel mismatch and speaker variation, discriminative modeling techniques expose the boundaries of language classes more accurately, novel features are also critical due to its ability to bring extra information that helps identification.

Duration, as one of the most important components in prosodic rhythm features, carries key information about the semantic construction, prosodic pattern and expressive emotion, which usually vary in different language contexts [3], due to the significantly different way of speech construction. However, duration is not a precisely defined term, because the unit, from which the duration is extracted, must be defined first. Linguistic units such as phonemes, syllables and words are potential choices, and among them phoneme is probably the most widely used one [4, 5].

To extract the durations of phonemes, a phone recognizer has to be deployed to recognize each phone and their boundaries. Durations, then, can be extracted from the timestamps of the boundaries. A modern phone recognizer is usually capable to produce relatively accurate segmentation, but phone-transcribed data has to be prepared for each language to train the language-specific recognizer. A uni-phone recognizer trained from mixed-language corpus could be used instead, but the accuracy is compromised consequently. Finally, the extracted duration of phones are usually modeled by language models as a sequence of symbols.

Phone recognizer-based phone duration modeling would be a well fit approach if there was already a Phone Recognizer followed by Language Model (PRLM) or Parallelled PRLM system constructed and deployed in the target system [5]. However, in a more speed-orientated acoustic system, the extra phone recognizer could be a major set-back when integrating a duration-based system. Furthermore, training the phone recognizers could also be a real pain when adapting the system to a new language.

To take advantage of duration information without the annotation labor, and to get fast acoustic systems, we revisit this topic and propose a novel duration modeling approach. This approach derives duration units from articulatory features such as voicing status, and therefore eliminates the needs of labeling, ensuring the system can be adapted to any language with less effort.

2. UNIT DEFINITION AND DURATION EXTRACTION
Linguistic units commonly used in duration modeling include phonemes, syllables, and words. A word has specific meaning and consists of one or more syllables. A syllable, inherently, contains one or more phonemes, usually in particular patterns such as consonant-vowel-consonant...
(CVC), V, CV, CCV, VC, or CVCC [6]. Among all the above linguistic units, a phoneme is usually considered as the smallest structural unit that people can distinguish in spoken languages. By definition, a phoneme does not necessarily stand for a particular sound, but rather an abstraction of a group of similar sounds (called phones) which have similar functions in building language [3]. Therefore, the duration of a phoneme actually is the duration of the corresponding phone in the particular context. The duration of a phone typically ranges from 50 to 200 milliseconds [3], varies in different phonetic, semantic and emotional contexts. Since the phonetic and semantic contexts in different languages are significantly different [3], a hypothesis can be formed that the duration pattern (including the sequence pattern) is language-dependent and therefore can be utilized to discriminate languages. Further experiments are conducted in this research to validate this hypothesis.

While a vowel phone is usually voiced, a consonant phone could either be voiced, unvoiced, or partially voiced [3]. A segment in which all frames are voiced is referred as a voiced segment (V segment) in this paper, and the same scheme applies to an unvoiced segment (U segment). Ideally, voiced and unvoiced phones contain only a single voiced or unvoiced segment, while partially voiced phones may have multiple segments inside. Considering this fact, the voiced/unvoiced segments can be used as the units to represent the fine structure of phones and syllables, and therefore the duration of these units can be used in the duration modeling process. Practically, the error of voicing detection may result in incorrect voiced/unvoiced segmentation, but it is still useful as long as the segments are associated with the linguistic context, which is the case in this research.

The voicing detection algorithm used in this research is based on the ETSI extended front-end for distributed speech recognition [7]. Occasionally, fragments of voiced/unvoiced segments can appear due to voicing detection error or noisy speech. A smoothing algorithm is applied to the detection results that any segment shorter than 20ms is merged to the previous unit, and therefore eliminates the fragments.

\[
\begin{align*}
D_{\text{norm}} &= \frac{D}{D_{\text{avg}}} \\
(D_{\text{norm.u}}, D_{\text{norm.v}}) &= (\frac{D_u}{D_{\text{avg}}}, \frac{D_v}{D_{\text{avg}}}) \tag{2}
\end{align*}
\]

where \(D\) is the raw duration of a UV unit, \(D_{\text{avg}}\) is the averaged duration of the UV units in the current utterance.
**D**<sub>norm</sub> is the normalized duration of the UV unit, **D**<sub>u</sub> and **D**<sub>v</sub> are the durations of U and V segments within a UV unit, where **D**<sub>norm_u</sub> and **D**<sub>norm_v</sub> are the normalized version, respectively. The raw and normalized duration values of the examples in Fig. 1 are shown in Table 1.

To model the temporal variation of durations, a sequence modeling process is introduced. To incorporate the sequence modeling such as n-gram, the normalized duration values need to be quantized into discrete ranges and therefore can be further represented as symbols.

For single-dimensional features, a simple probability based quantization is utilized. For two-dimensional features, the clustering-based quantization technique Vector Quantization (VQ) is investigated in this research, considering its simplicity and previous success in related research [8].

VQ is widely utilized in many lossy compression schemes. The basic idea of VQ is to find the centroids which can be the closest estimation of the majority of feature vectors in feature space. The training process of VQ is based on competitive learning. The distance-sensitivity parameter is introduced in this research for VQ training. The data from all languages are used in training. All duration vectors are quantized into 20 clusters, noted as D1, D2, ..., D20. The number of clusters is picked by the optimization process which basically evaluated different cluster numbers including 5, 10, 15, 20, 25, 30 and 35, on the development dataset. For the English example in Fig. 1, the proposed duration feature is a symbol sequence, as shown in Table 1 (Quantized duration).

Table 1. *Examples of normalized and quantized duration features*

<table>
<thead>
<tr>
<th>Text</th>
<th>This is a test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw UV duration</td>
<td>0.278 0.405 0.264</td>
</tr>
<tr>
<td>Normalized UV duration</td>
<td>0.881 1.283 0.836</td>
</tr>
<tr>
<td>Raw U/V durations</td>
<td>(0, 0.278) (0.107, 0.298) (0.094, 0.170)</td>
</tr>
<tr>
<td>Normalized U/V durations</td>
<td>(0, 0.881) (0.339, 0.944) (0.298, 0.539)</td>
</tr>
<tr>
<td>Quantized duration</td>
<td>D2 D11 D8</td>
</tr>
</tbody>
</table>

While more than one sequence modeling technique is available, n-gram is evaluated in this research due to its success in existing phone and phone duration sequence modeling approaches [5].

To model the symbol sequence such as <D2, D11, D8> produced by the quantization stage, both bi-gram and tri-gram are implemented and evaluated. Tri-gram achieved superior performance in a larger database while bi-gram performed better in a smaller database.

**4. EXPERIMENTS**

The proposed duration-based system as shown in Fig. 2 is first evaluated on the the OGI database individually, with various parameters. The best performed configuration is then evaluated on the CallFriend database according to the NIST LRE 2005 guidelines. A fusion-based system which incorporates the proposed duration-based system and other acoustic systems is developed and evaluated to investigate if the proposed system contributes complementary information to the task.

![Figure 2. The proposed duration modeling based system](image)

The OGI telephony speech database is a multi-language, multi-speaker corpus, composed of a minimum of 90 calls (approx. 2 minutes each, different speakers for different calls) in each of the 10 languages. 50 calls were used as the training set, 20 as the development set and the remaining 20 as the evaluation set. Two different duration features are evaluated – the one-dimensional for the whole UV unit and two-dimensional for separate U and V segments - as discussed in section 2. Bi-gram and tri-gram are both investigated, with each of the features. The evaluation results are shown in Table 2.

Table 2. *Accuracy of the proposed duration-based system with different features and sequence models*

<table>
<thead>
<tr>
<th>SYSTEM</th>
<th>ACCURACY</th>
</tr>
</thead>
<tbody>
<tr>
<td>UV duration based 1-dimensional feature bi-gram</td>
<td>72.3%</td>
</tr>
<tr>
<td>UV/ V durations based 2-dimensional feature bi-gram</td>
<td>81.1%</td>
</tr>
<tr>
<td>UV duration based 1-dimensional feature tri-gram</td>
<td>64.2%</td>
</tr>
<tr>
<td>UV/ V durations based 2-dimensional feature tri-gram</td>
<td>69.7%</td>
</tr>
</tbody>
</table>

As shown in Table 2, the two-dimensional feature based on separate U and V segment durations performed remarkably better than the one-dimensional feature based on the whole UV unit. It can be explained that the separate U and V segments contain more phonetic or linguistic fine-structure information which contributes to discriminate languages. Additionally, bi-gram models achieved significantly higher accuracy than tri-gram, partly because the training data is insufficient for tri-gram training.
The best performed duration based systems are evaluated on CallFriend database, then, according to the NIST LRE 2005 guidelines, to cross-validate the effectiveness of the proposed duration modeling approach. The CallFriend database contains 60 half-hour telephone conversations. 7 languages from the database are used in this evaluation.

Besides the evaluations as an individual system, the duration based system is also integrated into a fusion based system which contains two GMM-UBM based acoustic systems incorporating MFCC and pitch+intensity features, Shifted Delta Coefficients (SDC), and Feature Warping, which are detailed in [9, 10]. Fig. 3 illustrates the system.

![Figure 3. The fusion based system integrating the proposed system](image)

Table 3. Equal Error Rates (EER) of various systems on NIST LRE 2005 task (30s, primary condition)

<table>
<thead>
<tr>
<th>SYSTEM</th>
<th>EER%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration based system, bi-gram, 2-D feature</td>
<td>17.3</td>
</tr>
<tr>
<td>Duration based system, tri-gram, 2-D feature</td>
<td>14.8</td>
</tr>
<tr>
<td>Fusion based system, tri-gram, 2-D feature</td>
<td>7.1</td>
</tr>
<tr>
<td>Fusion based system, tri-gram, 2-D feature, MFCC, Pitch+Intensity</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Interestingly, opposite to the experiments on the OGI database, the tri-gram based duration system outperformed the bi-gram based system on the NIST LRE 2005 task. This is potentially because the larger-size CallFriend database provides better coverage of samples for tri-gram training. Consequently, the tri-gram system was deployed in the final fusion system. Apart from the reasonable performance achieved by the individual duration based systems, fusing the proposed duration system into existing acoustic systems introduced a relative 19.7% EER reduction.

### 5. DISCUSSION

In this paper, a novel and systematic duration modeling approach is proposed and evaluated, which derives the duration features from voicing status, therefore eliminates the manual annotation required by a phone recognizer in conventional duration modeling methods. Considering this advantage, the proposed voiced/unvoiced pattern based duration modeling system is well fitted when combined with other acoustic systems to produce a fast system which is also easy to adapt to new languages. As a limitation, the proposed approach relies on an accurate voiced/unvoiced detection. The detection errors may degrade the performance if it is not consistent. Therefore, the phone-based duration modeling might be more appropriate if phone recognizers already exist in the system.

In the future, alternative quantization and sequence modeling techniques need to be further explored. The application of the proposed duration modeling approach in other speech classification tasks should also be investigated.
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