A class of packet loss concealment algorithms for speech coding is presented. It generates the replacement waveform for the lost frame by direct extrapolation of the past speech waveform, with or without look-ahead. The ITU-T G.722 Appendix III standard is based on it. When a future frame is unavailable (without look-ahead), the PLC algorithm gives significantly better speech quality than G.711 Appendix I – by about 0.2 PESQ for high packet loss rates. When a future frame is available (with look-ahead), the PLC algorithm uses the decoded speech waveform in the future frame to guide the pitch contour of waveform extrapolation during the lost frame such that the extrapolated waveform is phase-aligned with the decoded waveform after the packet loss. This technique further improved PESQ by another 0.2 for high packet loss rates.

Index Terms—Packet Loss Concealment, PLC, Frame Erasure Concealment, G.722 Appendix III, phase-aligned.

1. INTRODUCTION

The basic ideas of Packet Loss Concealment (PLC) or Frame Erasure Concealment (FEC) date back to at least 1980s [1] – [3]. The early PLC in the 1980s mostly dealt with memoryless codecs such as Pulse Code Modulation (PCM). The PLC method in [3] extrapolates previously decoded speech waveform to fill the lost frame. It performs overlap-add between the extrapolated waveform and the decoded waveform to smooth out potential waveform discontinuity. This operation increases the signal delay, because speech samples near the end of each frame cannot be played back until they are overlap-added during the next frame. Based on [3], the PLC standard in the ITU-T G.711 Appendix I adds 30 samples (3.75 ms) of signal delay due to this overlap-add operation.

Since early 1990s, there has been a significant increase in PLC research activities, with most of them concentrated on predictive coding. This is probably because most modern speech coding standards are predictive codecs with built-in PLC. The PLC schemes for predictive codecs typically extrapolate the excitation signal and then filter the extrapolated excitation signal with an extrapolated synthesis filter to obtain the output speech. Any waveform discontinuity in the excitation signal due to the extrapolation is mostly smoothed out by synthesis filtering. Examples of such PLC methods can be found in [4] and [5].

An exception to this common technique of extrapolating the excitation signal is a PLC scheme developed in 2001 for predictive coding, which extrapolates the speech waveform directly [6]. The PLC without look-ahead [7], to be presented later in this paper, was developed in 2004 based on this technique in [6].

Later also in 2004, the PLC algorithm in [7] was further improved to take advantage of the situation when the frame after the current lost frame is received and available (with look-ahead). This condition can happen if additional buffering delay is added to the adaptive jitter buffer. Most of the distortion in the PLC output signal comes not from the lost frames, but from the frames after packet loss, often due to misalignment between the extrapolated waveform and the decoded waveform. When the speech waveform in the frame after the packet loss is available, this improved PLC algorithm with look-ahead [8] uses it to guide the waveform extrapolation during the lost frame in such a way that the waveform misalignment is largely eliminated, thus resulting in noticeable audio quality improvement.

Originally developed for memoryless or block-independent codecs, the PLC algorithms in [7] and [8] later found their use in the PLC of other types of codecs with memory, including an ITU-T standard PLC known as G.722 Appendix III [9].

The rest of this paper is organized as follows. Section 2 first presents the PLC algorithm without look-ahead [7]. Section 3 then describes the PLC algorithm with look-ahead [8]. Sections 4 and 5 discuss the complexity and performance of these two PLC algorithms. Section 6 gives the conclusion.

2. PLC WITHOUT LOOK-AHEAD

A high-level block diagram of the proposed PLC algorithm without look-ahead is shown in Fig. 1.
The solid arrows in Fig. 1 indicate the flow of speech or related signals. The arrows with dashed lines indicate the control flow involving the updates of filter parameters and filter memory.

If the current frame is a “good” frame (received frame) but not the first good frame after a packet loss, the speech decoder decodes the input bit-stream normally. The decoded speech is stored in the decoded speech buffer and also played back as output speech. If the current frame is the first “bad” frame (lost frame) in a row, the PLC algorithm generates a filter ringing signal that naturally and smoothly extends the decoded speech waveform to the first several samples of the current frame. Overlap-adding such a filter ringing signal with the extrapolated signal will smooth out potential waveform discontinuity at the beginning of the first bad frame without adding any additional signal delay as in G.711 Appendix I and [3]. See [6] for more details about the filter ringing method.

Unlike the filter ringing method in [6] where the filter parameters and filter memory are readily available, when the PLC algorithm is not used with a predictive codec, it needs to calculate such information from the signal stored in the decoded speech buffer. This is achieved by first performing short-term predictive analysis on the previously decoded speech. The memory of the short-term filter for ringing signal calculation is then set up by taking the last few samples of the decoded speech in the last frame and reversing the order.

Long-term predictive analysis is next performed to extract the pitch period, the pitch predictor tap, and a scaling factor for extrapolation. The pitch extraction algorithm of the BroadVoice® codec [10] – [12] is used. To save the RAM memory, the PLC algorithm does not maintain a long buffer for the long-term filter memory. Instead, the long-term filter memory is calculated by using the short-term filter to inverse-filter the decoded speech only for the segment that is one pitch period earlier than the overlap-add region at the beginning of the first bad frame.

With the long-term and short-term filter coefficients and memory all set up, the ringing signal is calculated by feeding a zero signal through the long-term filter followed by the short-term filter. The resulting filtered signal is the ringing signal.

Next, the algorithm performs first-stage periodic waveform extrapolation (PWE) to extrapolate the speech signal up to the end of the overlap-add region at the beginning of the first bad frame, by periodically repeating the previous speech waveform using the extracted pitch period and the extrapolation scaling factor. The overlap-add operation is then performed to get a smooth transition from the ringing signal to the extrapolated speech signal. Then, second-stage PWE continues the extrapolation from the end of the overlap-add region of the current frame to the end of the overlap-add region of the next frame. The PWE is performed in two stages to avoid repeating potential waveform discontinuity at the beginning of the first bad frame if the pitch period is less than the frame size plus the overlap-add length.

Separately, a voicing measure is calculated to measure the degree of periodicity in previously decoded speech. This voicing measure controls $G_p$ and $G_r$, the scaling factors for the periodic component and the random component, respectively. If the last good frame is essentially periodic, then $G_p = 1$ and $G_r = 0$. If the last good frame exhibits essentially no periodicity, then $G_p = 0$ and $G_r = 1$. If the last good frame is between these two extremes, then both $G_p$ and $G_r$ are non-zero, with $G_p$ roughly proportional to the degree of periodicity in the last good frame, and $G_p + G_r = 1$.

The random component of the PLC output is obtained by filtering a scaled random white noise sequence with the short-term synthesis filter. The scaling factor $avm$ is the average magnitude of the short-term prediction residual signal of the last good frame.

The filter ringing signal only needs to be calculated at the beginning of the first bad frame. Starting from the first bad frame, the waveform extrapolation is extended beyond the end of the current frame by the length of the overlap-add region, and the additional extrapolated samples is used in the same way as the filtering ringing signal for the next frame.

If the current frame is within 20 ms from the beginning of the first bad frame in a string of bad frames, the output of the adder in Fig. 1 is directly played back as the PLC output speech. If the current frame is more than 20 ms from the beginning of the first bad frame, then the output waveform of the adder is gradually attenuated toward zero until it reaches zero at 60 ms. This is to avoid unnatural tonal distortion due to prolonged packet loss.

If the current frame is the first good frame after a packet loss, the decoded speech is overlap-added with the extrapolated signal that goes beyond the end of the last bad frame to avoid the potential waveform discontinuity at the beginning of the frame.

Due to its good performance and reasonable complexity without introducing additional delay, this PLC algorithm without look-ahead was used in the ITU-T G.722 Appendix III standard [9] as the fundamental method to extrapolate the full-band speech waveform and handle waveform transition at frame boundaries. Of course, many other techniques were also added to G.722 Appendix III to handle other issues specific to G.722.

### 3. PLC WITH LOOK-AHEAD

If the current frame is a bad frame and the next frame is not available, the PLC algorithm with look-ahead defaults back to the algorithm described in the last section. If the next frame is a good frame that is received before the current bad frame is played back, the algorithm decodes the next frame first and then attempts to use the decoded speech to guide the waveform extrapolation of the current bad frame in such a way that the extrapolated waveform will be roughly phase-aligned with the decoded speech.

If the speech codec is a block-independent codec, i.e., a codec without frame-to-frame memory, the overlap-add region can be placed at the beginning of the next good frame since the decoded speech in the next good frame is not affected by the packet loss. If the speech codec has frame-to-frame memory but the decoded speech in the next good frame recovers back to normal in a relatively short time, then the overlap-add region can be delayed by an empirically determined amount of time until the decoded speech waveform has roughly recovered.

The PLC algorithm with look-ahead performs the “guided extrapolation” only if both the last frame and the next good frame are voiced frames, since this is the only condition when there may be a clearly defined “phase” of the pitch cycle waveform. When this condition is met, the system first performs a first-pass PWE using the pitch period of the last frame. The phase of the pitch cycle waveform for such a first-pass PWE is shown as the dashed saw-tooth wave in Fig. 2. The light shaded area to the left of the time index 0 is the last portion of the last frame. The light shaded area on the right is the first portion of the next good frame. In the particular example of Fig. 2, the overlap-add region, shown as the dark shaded area, is placed at the beginning of the next good frame. The time index $g$, at the center of this overlap-add region, is the target time instant for the second-pass PWE waveform to be fully aligned with the decoded waveform.
Suppose there are \( N \) full new pitch cycles plus a fractional cycle from time index 0 to time index \( g \), as shown in Fig. 2. The number of samples for the fractional pitch cycle is \( f = g - L_N \). The time lag \( l \) between the first-pass extrapolated waveform and the second-pass extrapolated waveform at time index \( g \) can be obtained by the linear interpolation between the two offsets \( O_k \) and \( O_{N+1} \):

\[
l = (1 - f / p_{N+1}) O_k + (f / p_{N+1}) O_{N+1}.
\]

Replacing \( O_k \) and \( O_{N+1} \) with the formula for \( O_k \) above with \( k = N \) and \( k = N + 1 \), respectively, we have

\[
2lp_{N+1} = (p_{N+1} - f) N(N + 1) \Delta + f(N + 1)(N + 2) \Delta,
\]

or

\[
2lp_{N+1} = p_{N+1} N(N + 1) \Delta + 2f(N + 1) \Delta.
\]

Plugging in

\[
p_{N+1} = p_0 + (N + 1) \Delta
\]

and

\[
f = g - L_N = g - Np_0 - N(N + 1) \Delta / 2,
\]

we have

\[
2lp_0 + (N + 1) \Delta = \left[(p_0 + (N + 1) \Delta) N(N + 1) \Delta + 2g - 2Np_0 - N(N + 1) \Delta \right](N + 1) \Delta
\]

or

\[
2lp_0 = [2g - Np_0 - 2l](N + 1) \Delta.
\]

Thus, the pitch period change per pitch cycle is given by

\[
\Delta = \frac{2lp_0}{[2g - Np_0 - 2l](N + 1)}.
\]

The pitch period change per sample for the \( k \)-th new pitch cycle, \( \delta_k = \Delta / p_k \), can then be used to calculate the new sample-adaptive pitch period at each sample, which is generally not an integer. The non-integer pitch period is rounded off to the nearest integer before it is used in PWE. To avoid the waveform discontinuity when the rounded pitch period changes, overlap-add is used to transition from the PWE output based on the old integer pitch period to the PWE output based on the new integer pitch period.

The scaling factor \( c \) for the second-pass PWE is obtained as follows. Start from the overlap-add region in the next good frame, trace back in time through the new pitch period until the region that is \( m \) pitch cycles earlier lands in the frame (or frames) before the current bad frame. Next, calculate \( r \), the ratio of the average magnitude of the decoded speech in the overlap-add region in the next good frame over the average magnitude of the speech signal \( m \) pitch cycles earlier. The scaling factor \( c \) is then calculated as

\[
c = \sqrt{r} = r^{1/m} = 2^\frac{1}{m \log_2 r}.
\]

We need to take the \( m \)-th root of \( r \) because the scaling factor \( c \) is applied \( m \) times through the \( m \) pitch cycles.

This two-pass guided PWE method eliminates a large number of audible glitches that were caused by misalignment between the extrapolated speech and the decoded speech.

The basic ideas behind this two-pass guided PWE method also inspired the development of the time-warping technique [13] in G.722 Appendix III. During the development of G.722 Appendix III, initially this two-pass guided PWE was applied in the first good frame after a packet loss (rather than in a bad frame when the next good frame is available). It was found that applying the technique this way required extending the PWE and delaying the overlap-add toward the end of the first good frame, which caused quality degradation that negated the benefits of this approach. To address this problem but still keep the spirit of the original guided PWE, which was to align the extrapolated speech with the decoded speech, the time-warping technique in [13] was thus invented. The decoded speech is time-warped toward the beginning of the first good frame to align with the extrapolated waveform. Since the overlap-add is not delayed, net quality improvement is achieved.

It is also possible to perform waveform interpolation between the two good frames before and after the packet loss. However, doing so normally requires the extraction of the pitch period of the speech segment after the packet loss, which in turn requires a long segment of decoded speech after the packet loss to be available. The segment length needs to be at least the pitch analysis window size plus the maximum possible pitch period, which is typically in
the 25 to 35 ms range. For a small packet size of 10 ms, 3 to 4 consecutive packets must be received after a packet loss, and the PLC system must add 30 to 40 ms of delay. If only one future frame of 10 ms is available, interpolation cannot be applied since 10 ms is even smaller than the pitch period of some male voices.

In contrast, for the proposed two-pass guided PWE approach to work, it requires a look-ahead of no more than 10 ms (or even just 5 ms for block-independent codes). Hence, this approach is particularly useful when the additional delay allowed for the PLC is too short for waveform interpolation but is at least 5 to 10 ms.

4. COMPLEXITY

The proposed PLC algorithm without look-ahead described in Section 2 has a reasonable complexity. The code size is on the order of 3 kwords, and the RAM and data table ROM each takes a few hundred words. On a typical fixed-point DSP, the computational complexity is roughly 3.8 MIPS worst case and 1.7 MIPS average for the narrowband (8 kHz) version and 5 MIPS worst-case and 2.3 MIPS average for the wideband (16 kHz) version. The proposed PLC algorithm with look-ahead described in Section 3 requires slightly higher complexity.

5. PERFORMANCE

Figure 3 shows the PESQ (ITU-T P.862) scores of the two proposed PLC algorithms (applied to G.711), G.711 Appendix I, and the zero-fill method that fills bad frames with zeros. All PESQ scores were measured with random packet loss and a packet size of 10 ms. For high packet loss rates, the proposed PLC without look-ahead is about 0.2 PESQ higher than G.711 Appendix I, which is quite significant. Listening comparison confirmed that it indeed sounded noticeably better than G.711 Appendix I. This was achieved without adding the 3.75 ms delay as in G.711 Appendix I. For high packet loss rates, the proposed PLC with look-ahead provides another 0.2 PESQ improvement and reaches a total improvement of 0.4 PESQ over G.711 Appendix I.

6. CONCLUSION

Novel PLC algorithms with or without look-ahead based on extrapolation of speech waveform were presented. Since they extrapolate the speech waveform directly, the algorithms can be applied to almost any speech codec. After the PLC output waveform is produced, updating the states of the speech decoder is the only remaining issue. Significant performance improvement over G.711 Appendix I is achieved.
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