Localizations of the sources of Event Related Potentials (ERP) is a challenging inverse problem, especially to resolve sources of neural activity occurring simultaneously. By using an effective dipole source model, we propose a new technique for accurate source localization of ERP signals. The parameters of the dipole ERP sources are optimally chosen by using Particle Swarm Optimization technique. Obtained results on synthetic data sets show that proposed method well localizes the dipoles on their actual locations. On real data sets, the fit error between the actual and reconstructed data is successfully reduced to noise level by localizing a few dipoles in the brain.
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1. INTRODUCTION

Event Related Potentials (ERPs) are observable results of neural activity of the brain to a controlled stimulus, providing very important clues on the cognitive processes. They are also useful to identify neurological problems such as Attention Deficit Hyperactivity Disorders [1]. The ERP signals are recorded by using a set of electrodes, or sensors, that are closely spaced on the skull. A set of audio or visual stimuli are used to generate neural activity resulting in spatially localized currents that can be modeled by an effective current dipole source [2]. There are various signal processing techniques that are developed for extraction of different types of information from the recorded ERP channels. One of the most challenging problems in the ERP signal processing is the localization of individual ERP sources [3].

In this paper, we propose a new signal processing technique developed for the ERP source localization. Unlike existing alternatives, Particle Swarm Optimization technique is used for obtaining global minima of a fit error between the synthetic and actual ERP channels. As a result of the optimization, a fixed location and orientation for each dipole source are obtained that will remain constant in the time interval of interest. Hence, unlike the existing approaches where dipole source locations are determined for every time sample, the new method is free from the traveling dipole artifacts [4]. After a short review on a commonly used forward model for the ERP channels, we present the formulation of the optimization problem and its solution based on Particle Swarm Optimization technique. Performance of the proposed source reconstruction technique is investigated over both synthetic and real ERP channel data.

2. FORWARD MODEL FOR ERP MEASUREMENTS

The solution for the source reconstruction for the ERP channel data requires a forward model where the ERP measurements are related to the current sources generated by the neural activity of the brain. There are different types of commonly used forward models for this purpose [5]. Two of them make use of finite element model and boundary element model for the head, and relate the measurements to the individual current components defined on a high resolution grid. This type of forward models are useful to reconstruct current density reconstructions. However, due to the size of the computational grid, the inverse problem becomes highly ill-conditioned, and only regularized estimates of the current densities can be estimated, which tends to have artificially smooth and not so localized characteristics [6]. Since an important feature for a desired reconstruction is having localized ERP sources, these forward models are not appropriate for our purpose. Therefore, we use an other alternative model for the ERP sources where few localized dipole sources are utilized. Before getting into the details of the dipole forward model it is important to note that even if the neural activity is a result of localized current sources, it can be accurately modeled by using its effective dipole model.

In the effective dipole based forward model of the ERP measurements, there are two important components: the conductivity model for the head, and the source model of the neural activity. Typically the conductivity model for the head is chosen as a multishell model where the head is represented as three concentric spheres corresponding to brain, skull and the scalp, with their respective conductivities [7]. The center and the scalp radius of the concentric spheres can
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be determined from a best sphere fit to the known electrode locations on the surface of the scalp. If available, based on a structural MR scan, the scalp and skull thickness values can be determined. Otherwise, age related average values can be assumed. For the conductivity values of different tissues, commonly used tabulated values can be used [8]. For the source model of the neural activity, a regional dipole model with fixed locations and orientations but time varying modulations is used [2]. Specifically, for \( N_s \) regional dipoles having locations \( \mathbf{r}_j = \{r_{xj}, r_{yj}, r_{zj}\} \), and moments \( \mathbf{m}_j = \{\cos \theta_j \cos \phi_j, \cos \theta_j \sin \phi_j, \sin \phi_j\} \), \( j = 1, 2, \ldots, N_s \) where \( \theta_j \) and \( \phi_j \) are polar angles defining the orientation of the dipole, the potential measured at the \( i^{th} \) electrode position \( \mathbf{s}_i = \{s_{xi}, s_{yi}, s_{zi}\} \) can be modeled as:

\[
v(s_i, t) = \sum_{j=1}^{N_s} a_j(t) \psi(s_i, \mathbf{r}_j, \mathbf{m}_j),
\]

where \( a_j(t) \) represents the time-varying modulation of the \( i^{th} \) dipole and \( \psi(s_i, \mathbf{r}_j, \mathbf{m}_j) \) is potential measured at the electrode position \( s_i \) generated by the unit energy dipole located at \( \mathbf{r}_j \) and having moment \( \mathbf{m}_j \). According to the head model, \( \psi(s_i, \mathbf{r}_j, \mathbf{m}_j) \) is computed by the following formula given in [7]:

\[
\psi(s_i, \mathbf{r}_j, \mathbf{m}_j) = \gamma_{s_i}^{-1} \sum_{n=1}^{\infty} c_n f^{n-1} \mathbf{m}_j, \\
\mathbf{r}_j \mathbf{P}_n(\cos(\zeta)) + t_j \mathbf{P}_n^1(\cos(\zeta)),
\]

where \( \gamma_{s_i} = 4\pi\sigma_s|s_i| \), \( f = \|\mathbf{r}_j \| / |s_i| \) and \( \mathbf{P}_n(\cdot) \) and \( \mathbf{P}_n^1(\cdot) \) denote the Legendre and the associated Legendre polynomial of degree \( n \), also \( \zeta \) is the angle between \( \mathbf{r}_j \) and \( s_i \). Also \( c_n = (2n+1)^{3/2} / \Gamma \), where:

\[
\Gamma = (2n+1)(\sigma_1^2 + \sigma_2^2 + \sigma_3^2) + (2n+1)(\sigma_1 \sigma_2 + \sigma_1 \sigma_3 + \sigma_2 \sigma_3) + (n^2 + n + 1) - (\sigma_1 \sigma_2 \sigma_3),
\]

\[
R_1 = \frac{1}{\sigma_1}, R_2 = \frac{1}{\sigma_2}, R_3 = \frac{1}{\sigma_3},
\]

\( \sigma_1, \sigma_2, \sigma_3 \) are the corresponding conductivity values of the regions defined by these spheres. So, the measured ERP signal at the \( i^{th} \) electrode location can be expressed as:

\[
C h_i(t) = \sum_{j=1}^{N_s} a_j(t) \psi(s_i, \mathbf{r}_j) + n_i(t),
\]

where \( n_i(t) \) is additive noise, typically modeled as Gaussian white noise that is also uncorrelated between channels.

3. OPTIMAL ERP SOURCE RECONSTRUCTION BY USING PARTICLE SWARM OPTIMIZATION

In our proposed dipole source reconstruction technique, we choose the dipole source parameters to minimize the following cost function:

\[
J = \sum_{i=1}^{N_c} ||Ch_i(t) - \tilde{C}h_i(t)||^2,
\]

which is a function of the following dipole source parameters: \( \{a_j(t), \mathbf{p}_j\}, j = 1, 2, \ldots, N_s \). Here, \( Ch_i(t) \) is the available \( N_c \) number of ERP channels, and \( \tilde{C}h_i(t) \) is the forward solution for the potential measured at electrode \( i \) for a given set of dipole parameters: \( \{\tilde{a}_j(t), \tilde{\mathbf{p}}_j\} \) for \( N_s \) number of dipoles. Since, as shown below, once the dipole positions and their orientations are specified, the optimal \( a_j(t) \)'s can be found easily by a least squares solution, the optimization can be carried over the dipole position and orientation. This implies that, the optimization can be performed by a global search technique in a \( 5N_s \) dimensional space for \( N_s \) number of dipole sources. To show that given the dipole positions and orientations, their corresponding \( a_j(t) \)'s can be determined by a least squares solution, we introduce the following matrix formulation:

\[
\mathbf{Ch}_k = \mathbf{A}_k + \mathbf{n}_k,
\]

where \( \mathbf{Ch}_k = [Ch_1(t_k), Ch_2(t_k), \ldots, Ch_{N_c}(t_k)]^T, \mathbf{n}_k \) is the noise vector, \( \mathbf{A}_k = \{a_1(t_k), a_1(t_k), \ldots, a_{N_c}(t_k)\}^T \). Therefore, given dipole positions and orientations, the optimal value of \( \mathbf{A}_k \) that minimizes the least squares fit error \( \| \mathbf{Ch}_k - \mathbf{A}_k \|^2 \) can be found as:

\[
\tilde{\mathbf{A}}_k = (\mathbf{P}^T \mathbf{P})^{-1} \mathbf{P}^T \mathbf{Ch}_k.
\]

By using the optimal solution for the \( \mathbf{A}_k \), the required optimization which is reduced to a search on the dipole positions and their orientations can be restated as:

\[
\{\tilde{\mathbf{p}}_1, \tilde{\mathbf{p}}_2, \ldots, \tilde{\mathbf{p}}_{N_s}\} = \underset{\{\mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_{N_s}\}}{\text{arg min}} \sum_k \| \mathbf{e}(t_k) \|^2,
\]

where \( \mathbf{e}(t_k) \)'s are defined as:

\[
\mathbf{e}(t_k) = \mathbf{Ch}_k - \mathbf{\tilde{A}}_k = [I - \mathbf{P} (\mathbf{P}^T \mathbf{P})^{-1} \mathbf{P}^T] \mathbf{Ch}_k.
\]

This expression can be simplified further as:

\[
\| \mathbf{e}(t_k) \|^2 = \mathbf{Ch}_k^T \mathbf{P} \mathbf{Ch}_k,
\]

where \( \mathbf{P} = I - \mathbf{P} (\mathbf{P}^T \mathbf{P})^{-1} \mathbf{P}^T \) is a projection matrix. Although, the search dimension is greatly reduced in this form of the optimization, it is still \( 5N_s \) dimensional with potentially multiple local and global minimas. Hence, gradient decent type local minimization techniques fails to provide reliable solutions. Therefore, a global optimization technique with fast convergence should be used. For this purpose we implemented the Particle Swarm Optimization technique [9]. As is well known, this powerful optimization technique makes use of particle \( x \) and includes a simple particle location update equation (9). In our application, particle
where $x = [r_x, r_y, r_z, \theta, \phi]^T$ where $r_x, r_y, r_z, \theta, \phi$ are the locations and the orientations of a dipole source. We selected the parameters of this update equation as $\chi = 0.72984$, $c_1 = c_2 = 2.05$, exactly same as suggested in [10].

\[ \vec{v}_{id} = \chi (\vec{v}_{id} + c_1 (p_{id} - x_{id}) + c_2 \vec{v}_{id}(p_{gd} + x_{id})) , \quad (9) \]

where $x_{id}$ is a possible solution defined by the $i^{th}$ particle location in the search space, $p_{id}$ is its best solution and $p_{gd}$ is the global best solution among all particles until the current iteration. Solution space boundaries are chosen such that the estimated source locations remain inside the volume of the head. Here, it is assumed that $N_s$, the number of dipole sources is known. In practice typically the reconstruction techniques makes use of about 3 or 4 dipole sources. Therefore, we propose to gradually increase the number of sources used in the iterations, until the fit error energy is lowered to the level determined by the estimated noise level in the measured ERP channels. At the end of this cycle, the PSO provides optimal positions and the orientations of the dipoles: $\{\vec{p}_1, \vec{p}_2, \ldots, \vec{p}_{N_s}\}$. Their corresponding dipole magnitude matrix $A$, can be found using (6). Once all these parameters are determined, the forward model given in (1) can be used to obtain channel data corresponding to individual dipole sources, which are also valuable information for the investigation of the cognitive processes.

4. RESULTS AND COMPARISONS

To demonstrate the accuracy of proposed source reconstruction technique, first we will report its results on a 64 electrode synthetic ERP data which is generated by using the forward model (1) for 3 dipoles with known locations, orientations and time varying modulations. To the synthetically generated ERP channels, we added white noise so that the Signal to Noise Ratio (SNR) is about 15 dB. In Fig. 1a, time-varying modulation signals for three effective dipole sources are shown. Note that, as shown in Fig. 1b, these synthetic signals are chosen such that they overlap both in time and frequency, making it very difficult to separate them in the raw channel data by using time-frequency filtering techniques. We started the optimization with a single dipole and then the program automatically increased the number of dipoles to two and finally to three. The average fit error results for each number of dipoles used in the optimization are shown in Fig. 1c. As seen from this figure, the average fit error decreases to the noise level as the number of dipoles increases from one to three. As given in Table 1, the position errors of the estimated dipoles are within 1 mm. In Fig. 2a, the synthetic ERP signal at electrode 13, and its reconstruction based on the three dipole model is shown. As seen from this figure, the dipole reconstruction significantly reduces the noise in the recorded channel and closely matches the noise-free ERP signal. In addition, In Fig. 2b-2d, we show the ERP signal components at electrode 13 generated by the individual dipoles.

To illustrate the performance of the proposed source reconstruction technique on real data, we used 64 channel ERP recording in an oddball easy paradigm. We started our processing by first identifying the parameters of the best fitting sphere to the known electrode positions by solving the following minimization problem:

\[ \arg \min_{\{c, R\}} \sum_{k=1}^{N_c} (||r_k - c|| - R_c)^2 , \quad (10) \]

where $r_k = \{x_k, y_k, z_k\}$ are the coordinates of the $k^{th}$ electrode, $c = \{x_c, y_c, z_c\}$ is the center of the sphere and $R_c$ is the sphere radius. These parameters of the best fitting sphere are used in the forward model. Like in the synthetic case, we started the optimization with a single dipole and then the program automatically increased the number of dipoles to two and three. The average fit error results for each number of dipoles used in the optimization are shown in Fig. 3a. As seen from this figure, the average fit error decreases as the number of dipoles increases to three. Since with three dipoles the residual signal has reached to the noise level on the recorded data, the optimization is automatically terminated. To see the effect of using four dipoles, we manually restarted the optimization with four dipoles but could only get an insignificant improvement in the fit errors. In Fig. 3b, the real ERP signal at electrode 13, and its reconstruction based on the three dipole model is shown. As seen from this figure, the dipole reconstruction significantly reduces the noise in the real ERP signals as well.

5. CONCLUSIONS

A new source reconstruction technique is proposed for accurate identification of ERP sources related with cognitive processes. In this new approach, positions, orientations and time-varying modulation parameters of all the dipoles are simultaneously optimized to obtain the least squares fit between the measured ERP channels and the synthetically generated ones based on a dipole source model. It is analytically shown that, the massive optimization problem can be reduced to a simpler one by eliminating the time-varying modulation parameters from the parameter search list. Then, the reduced optimization problem is solved by the Particle Swarm Optimization technique, which provides accurate solutions in a short duration of about 15 minutes on a computer with an Intel Xeon(R) 1.6GHz processor. By using synthetic and real ERP signals, the accurate performance of the proposed technique is illustrated. Most notably, even when the ERP sources generate signals that do overlap both in time and frequency, the proposed technique can identify their sources and separate the signals from one another. Hence, the proposed technique enables accurate topographic reconstruction of individual ERP components, potentially creating significant impact on the understanding of cognitive processes.
Fig. 1. (a) Modulation signals of the dipoles. (b) Time-frequency distribution of the $13^{th}$ channel. (c) The fit error for 1(blue), 2(red) and 3(green) dipole optimization. Note that the fit error with 3 dipoles is at the noise level.

Fig. 2. (a)The measured(blue) and reconstructed(red) $13^{th}$ electrode signal. (b-d)Signal components generated by individual dipoles at the location of the $13^{th}$ electrode.

Fig. 3. (a)The fit error for 1(blue), 2(red) and 3(green) dipole optimization. (b) The measured(blue) and reconstructed(red) $13^{th}$ electrode signal.

<table>
<thead>
<tr>
<th>$s_x$ (mm)</th>
<th>$r_1$</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10</td>
<td>-9.97</td>
<td>-30</td>
<td>-29.12</td>
<td>-21</td>
<td>-21.34</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>31</td>
<td>31.33</td>
<td>-10</td>
<td>-9.76</td>
<td>-21</td>
<td>-21.34</td>
</tr>
<tr>
<td>70</td>
<td>69.92</td>
<td>55</td>
<td>54.23</td>
<td>85</td>
<td>84.78</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The original $r_k$ and the reconstructed $\tilde{r}_k$ dipole source coordinates for $k^{th}$ dipole. The reconstruction error is smaller than 1 millimeter.
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