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ABSTRACT

In this paper, we address the issue of audio source separation with a single channel, i.e. the estimation of source signals from a single mixture of these signals. This problem is addressed with a specific configuration: source signals are assumed to be available before the mix is processed. We propose an original method that uses a watermarking technique to embed information about the source signals into the mix signal. Extracting this watermark enables an end-user who has no access to the original sources to separate these signals from their mixture. Thereby, several instruments or voice signals can be segregated from a single piece of music to enable post-mixing processing such as volume control.

Index Terms—source separation, watermarking, audio system, speech processing.

1. INTRODUCTION

Source separation became in the past twenty years one of the most challenging problems in signal processing. It aims at estimating \( N \) original source signals from \( P \) observations of their mixture. In blind source separation (BSS) \cite{1, 2}, very few knowledge about the sources and the mixture process is available. It is clearly a complex issue, especially in the so-called under-determined case, where fewer observations than sources are available. In this study, we focus on audio source separation in a very specific configuration: we assume that a single observation of the (linear) mixing is available at the separation level (so-called here the decoder), but we also assume that source signals are available at the mixing level (so-called here the encoder). This is quite an original, and at first sight surprising, configuration in the source separation framework, but not unnatural, since in some applications mixing and demixing can be processed separately by cooperative users. For instance, we address here the audio-CD configuration: in a recording studio, the different tracks (corresponding to the different instruments and singing voice(s)) are recorded separately, and are then mixed in a very controlled way. But at home, an end-user has only the mix on the CD (actually, 2 stereo channels are available but they are generally very redundant and the exploitation of stereo is not considered here). The objective is there to enable the separation of the different elements of the audio scene, so that they can be manipulated separately (for example, the volume or the color of an instrument can be modified). This is an old dream of music lovers, that can be referred to as active listening.

In this paper, we propose a first approach to address this original problem at both coder and decoder levels. Figure 1 describes the principle of the proposed method (in the case of a mix of 2 signals). This method is based on the original combination of source separation with another major domain of signal processing, namely watermarking. Audio watermarking consists in embedding extra information within a signal in an inaudible manner. It is mainly dedicated to Digital Right Management (DRM). In the present study, we take advantage of the knowledge of source signals at the encoder to extract a set of descriptors from these signals to be embedded onto the mixing using a watermarking process. Defaults of the human hearing system are used to insert this information in MDCT coefficients of the mix signal using a quantization-based watermarking technique. At the decoder, the descriptors are extracted from the mixing, and then used for the separation process. Since the method exploits the knowledge of unmixed signals, the corresponding framework can be labelled as “informed source separation” (ISS), in opposition to BSS (note that, since only a single mix channel is used here, the method proposed in this paper is closer to Computational Audio Scene Analysis (CASA) \cite{3} than to BSS, but the basic principle of ISS can easily be generalized to a multichannel framework).

This paper is organized as follows. In Section 2 a description of the proposed method and its application to audio signals is given. Results of speech signals separation are given in Section 3. Finally, some perspectives are presented in Section 4.

Fig. 1: Basic principle of the proposed post-mixing Watermarking Based Source Separation method.

2. THE METHOD

2.1. MDCT decomposition and molecular grouping

Since the different source signals that compose the additive mixture strongly overlap in the time domain, the first step of the proposed method is to find an appropriate representation in which the different sources are as segregated as possible. Also, sources can be non-stationary and have a large spectral variability, so that their respective contributions in the mix strongly depend on both time and frequency parameters. For all these reasons, a time-frequency (TF) decomposition of all signals is first applied at the encoder: the TF
representation of a given source signal is used to generate the corresponding source descriptors, that will be embedded into the TF representation of the mix signal. The Modified Discrete Cosine Transform (MDCT) [4] has been chosen as a TF decomposition, for its ability to concentrate the energy of audio signals into restricted regions of the TF plane. This property, already exploited in audio coding, is expected to be useful for source separation.

As further detailed in Section 2.3, the descriptors of source signals used for separation generally require a large embedding capacity from the host signal. Embedding such information into a single MDCT coefficient is not feasible. Thus, we propose to gather embedding capacity from the host signal. Embedding such information into a signal used for separation generally require a large embedding capacity. Therefore a trade-off between the watermarking capacity, and thus, the more information on source descriptors can be accounted the variability of the coefficient dynamics across frequency and time. The watermark on each MDCT coefficient corresponds to the modification of its amplitude from its quantized level on the grid $Q_1(t,f)$ to an arbitrary "sub-level" on the grid $Q_2(t,f)$, this latter level being determined by the watermark content. Hence, the embedding capacity of each MDCT coefficient is given by:

$$ C(t,f) = R_2(t,f) - R_1(t,f) $$

and the capacity of a $T \times F$ molecule $M_{pq}$ is given by:

$$ C_M(t,p) = T \times \sum_{i \in P} C(t,i) $$

To maximize $C(t,f)$, $R_2(t,f)$ has to be minimized and $R_1(t,f)$ has to be maximized. However, $R_1(t,f)$ has to be high enough so that the quantization of MDCT coefficients with $Q_1(t,f)$ remains inaudible. The scale factor of both quantizers, $A(t,f)$, is determined from the maximum MDCT coefficient $M_{max}(t,f)$, on each frequency bin and each L-block. Given this, a fixed resolution of $R_1(t,f) = 8$ bits is chosen since it has proved to be inaudible from extensive listening tests on a large set of music signals. As for $R_2(t,f)$, the upper limit is a consequence of the audio-CD format conversion of the watermarked mix signal. This conversion can be simulated by the addition of a uniform additive noise $b_{16}(n)$. In the MDCT domain, this noise is observed to be approximately white Gaussian with standard deviation $\sigma_{16}$ independent of $(t,f)$. We thus assume that the amplitude of the maximum deviation on MDCT coefficients caused by the time-domain quantization remains lower than $4\sigma_{16}$. For the watermark to be preserved after audio-CD formatting, the quantization step $\Delta R_2(f)$ : $= 2A(t,f)/2^{R_2(t,f)}$ has to verify:

$$ 4\sigma_{16} < \frac{\Delta R_2(f)}{2} $$

Hence the following condition on $R_2(t,f)$:

$$ 2^{R_2(t,f)} < \frac{A(t,f)}{4\sigma_{16}} $$

As shown in the result section, this condition generally enables significant embedding capacity, since the power of the 16-bits quantization noise is low.

Contrary to coding algorithms, in the proposed source separation method the quantizer parameters are not transmitted to the decoder, although they are necessary for the extraction of the source descriptors. They must be retrieved from the watermarked mix signal, despite of the modification of the MDCT coefficients by the watermark. Actually, only $A(t,f)$ has to be retrieved since $R_1$ is fixed and $R_2(t,f)$ is specified by (5). Since $A(t,f)$ is determined from $M_{max}(t,f)$, a solution is to quantify the resulting value using a 6-bits quantizer $Q_6(f)$, which is i) known at both the encoder and the decoder, ii) independent of time, and iii) insensitive to the watermarking process (this point requires some simple additional processing that will not be detailed here).

2.2. Watermarking process

Even though watermarking is used in an original way in ISS, it has to verify the following basic principles: being imperceptible to human ear, being exactly retrievable at the decoder, and being resistant to attacks. In the audio-CD application, we consider that the system does not have to cope with intentional attacks. The conversion to the audio-CD format (16-bits linear quantization of signal samples) of the watermarked mix is the only “attack” to be considered since it leads to a modification of the MDCT coefficients, and thus possibly of the watermark. This explains the possibility to consider a high embedding rate, necessary to encode the source signal descriptors. For this reason, we use a quantization-based watermarking method inspired by [7], in which the inserted message is carried by a modification of quantization levels of the host signal. In the present study, this principle is applied to the MDCT coefficients of the mix signal. We take advantage of the fact that the accuracy of the MDCT coefficients of the mix signal is too "thin" for human ear. MDCT coefficients can be quantized with a quite "coarse" resolution without noticeable consequences on the quality of the resulting time signal. This principle is exploited in compression algorithms such as MPEG [8].

In the proposed method, the watermark is embedded into MDCT coefficients using two uniform scalar quantizers, denoted $Q_1(t,f)$ and $Q_2(t,f)$, with respective resolutions $R_1(t,f) < R_2(t,f)$, and a common scale factor $A(t,f)$ (hence $Q_1(t,f)$ is a sub-grid of $Q_2(t,f)$). The quantizers are defined for every $f$ frequency bin, and they are updated every $t \times L$ samples of signal, where $L$ is the length of a block of signal (typically every 2 seconds), to take into account the variability of the coefficient dynamics across frequency and time. The watermark on each MDCT coefficient corresponds to the modification of its amplitude from its quantized level on the grid $Q_1(t,f)$ to an arbitrary "sub-level" on the grid $Q_2(t,f)$, this latter level being determined by the watermark content. Hence, the embedding capacity of each MDCT coefficient is given by:

$$ C(t,f) = R_2(t,f) - R_1(t,f) $$

and the capacity of a $T \times F$ molecule $M_{pq}$ is given by:

$$ C_M(t,p) = T \times \sum_{i \in P} C(t,i) $$

To maximize $C(t,f)$, $R_2(t,f)$ has to be minimized and $R_1(t,f)$ has to be maximized. However, $R_1(t,f)$ has to be high enough so that the quantization of MDCT coefficients with $Q_1(t,f)$ remains inaudible. The scale factor of both quantizers, $A(t,f)$, is determined from the maximum MDCT coefficient $M_{max}(t,f)$, on each frequency bin and each L-block. Given this, a fixed resolution of $R_1(t,f) = 8$ bits is chosen since it has proved to be inaudible from extensive listening tests on a large set of music signals. As for $R_2(t,f)$, the upper limit is a consequence of the audio-CD format conversion of the watermarked mix signal. This conversion can be simulated by the addition of a uniform additive noise $b_{16}(n)$. In the MDCT domain, this noise is observed to be approximately white Gaussian with standard deviation $\sigma_{16}$ independent of $(t,f)$. We thus assume that the amplitude of the maximum deviation on MDCT coefficients caused by the time-domain quantization remains lower than $4\sigma_{16}$. For the watermark to be preserved after audio-CD formatting, the quantization step $\Delta R_2(f)$ : $= 2A(t,f)/2^{R_2(t,f)}$ has to verify:

$$ 4\sigma_{16} < \frac{\Delta R_2(f)}{2} $$

Hence the following condition on $R_2(t,f)$:

$$ 2^{R_2(t,f)} < \frac{A(t,f)}{4\sigma_{16}} $$

As shown in the result section, this condition generally enables significant embedding capacity, since the power of the 16-bits quantization noise is low.

Contrary to coding algorithms, in the proposed source separation method the quantizer parameters are not transmitted to the decoder, although they are necessary for the extraction of the source descriptors. They must be retrieved from the watermarked mix signal, despite of the modification of the MDCT coefficients by the watermark. Actually, only $A(t,f)$ has to be retrieved since $R_1$ is fixed and $R_2(t,f)$ is specified by (5). Since $A(t,f)$ is determined from $M_{max}(t,f)$, a solution is to quantify the resulting value using a 6-bits quantizer $Q_6(f)$, which is i) known at both the encoder and the decoder, ii) independent of time, and iii) insensitive to the watermarking process (this point requires some simple additional processing that will not be detailed here).

2.3. Source signals descriptors and their use for separation

The descriptors of the molecules of source signals depend on the embedding capacity of the corresponding molecule (i.e. the molecule with same coordinates in the TF plane) of the host mix signal. In the case of a poor capacity, the energy ratio between a molecule of a source signal $s_k$ and the corresponding molecule of the mix $x$ is used:

\[ \frac{C(t,f)}{R_1(t,f)} \]
\[ E_{sk_2}(p, q) = \frac{\sum_{(i,j) \in (p \times q)} |m_{ij}^{sk}|^2}{\sum_{(i,j) \in (p \times q)} |m_{ij}|^2} \] (6)

This ratio is quantized to \( E_{sk_2}(p, q) \) using a scalar quantizer, and the resulting index is embedded. The source signal molecule is reconstructed at the decoder by the corresponding mix molecule weighted by \( \sqrt{E_{sk_2}(p, q)} \). This is done for each molecule of each source. Therefore, the separation is based here on molecular energy segregation.

In the case several sources overlap, the shape of the mix molecule can be quite different from the shape of the source molecule it is supposed to reconstruct. For this reason, if \( C_M(t, p) \) is large enough, additional information describing the structure of source molecules is embedded. Hence, molecule prototypes are used as shape descriptors. Codebooks of (matrix) prototype shapes are used to strongly reduce the coding cost of this descriptor (compared to individual MDCT coefficient coding). These codebooks are designed for each molecular frequency bin \( p \) using a Linde-Buzo-Gray-based algorithm [9] applied on a large database of speech/music signal molecules (note that these codebooks can be adapted to represent a given instrument, or a given type of voice). The shape descriptor of a source molecule is the closest prototype shape in a codebook, according to the Euclidean distance. As in vector quantization techniques, the codebooks are assumed to be known at the decoder, and the index of the prototype in the codebook is embedded as shape information. Note that to increase the codebooks efficiency in term of quality/coding-cost ratio, molecules are normalized before coding. A molecule \( M^s_{pq} \) with mean (across the MDCT coefficients of the molecule) \( \mu^s_{pq} \) and standard deviation (idem) \( \sigma^s_{pq} \) is normalized by:

\[ N^s_{pq} = \frac{M^s_{pq} - \mu^s_{pq}}{\sigma^s_{pq}} \] (7)

Additional descriptors \( \mu^s_{pq} \) and \( \sigma^s_{pq} \) are encoded separately, as in, e.g., [10], using scalar quantizers, to provide \( \hat{\mu}^s \) and \( \hat{\sigma}^s \). Note that the parameters of the additional scalar quantizers are themselves quantized and transmitted via watermarking (as for \( A(t, f) \) in Section 2.2). The cost of this additional embedding is assumed to be very low in comparison to the cost of descriptors, since those parameters are encoded only once in a given L-block of signal.

At the decoder, if \( M_{pq} \) denotes the molecule of the shape codebook \( D(p) \) closest to \( M^s_{pq} \), \( M^s_{pq} \) is estimated by:

\[ \hat{M}^s_{pq} = \hat{\sigma}^s \times M_{pq} + \hat{\mu}^s_{pq} \] (8)

Finally, the source signals are reconstructed from the estimated source molecules by applying inverse MDCT.

2.4. Bit allocation

Distributing the embedding resource of (3) among the different descriptors is a complex optimization problem, since it depends on the number of sources to separate, their nature (an instrument and a speech signal do not need the same amount of data to be accurately described), the nature of the descriptors, and their coding precision. Moreover, limits for the size of codebooks must be taken into account, since too small a codebook cannot represent efficiently the shape of a molecule, while too large a codebook would considerably increase the coding/decoding computational cost. In the present study, a series of bit allocation tables were determined empirically for different separation configurations, and validated by listening tests. The bit allocation tables need to be known both at the encoder and the decoder. Table 1 is an example designed for the separation of 2 speech signals. Note that the streaming of embedded data among the MDCT coefficients of a molecule is a trivial task and is not detailed here.

<table>
<thead>
<tr>
<th>Source</th>
<th>Gain</th>
<th>Mean</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C_M/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 1: Bit allocation table (per source) for the separation of 2 speech sources with molecules of size \( 2 \times 4 \)

3. EXPERIMENTS AND RESULTS

3.1. Molecule size and embedding capacity

Concerning the molecule size, a trade-off had to be found between a sufficient capacity that enables to encode descriptors properly, and a correct resolution in the TF plane molecules. Figure 2 shows the separation results obtained for 5 different sizes of molecule, containing from 8 to 16 MDCT coefficients. For this experiment, the descriptors of the sources were not quantized (only the "separation power" of the molecular decomposition is tested). A \( 2 \times 4 \) molecule size appears to be the best trade-off. Results are slightly lower for a \( 4 \times 2 \) molecule, which confirms the importance of spectral dynamics for audio signals. Figure 3 gives the embedding capacity for each MDCT as a function of frequency bin, and the resulting capacity of a \( 2 \times 4 \) molecule in the case of a mixture of 2 speech signals. The energy concentration of speech and music signals in low frequencies results in a large embedding capacity, up to 60 bits per molecule. In high frequencies, fewer bits are available to insert the watermark, but in this region the human ear is less sensitive, and source signals can be represented with a lower accuracy. Thus, the ratio between the information to embed and the embedding capacity can be satisfied along all frequency bins.

3.2. The complete separation system

In this section we report preliminary separation results obtained with the complete system. Note that it was verified that watermarking MDCT coefficients with \( Q_2(t, f) \) does not impair the audio quality of the mix signal (this is not surprising since it was the case with
Fig. 2: Separation performance vs. molecule size.

(a) MDCT coefficients
(b) Molecules

Fig. 3: Embedding capacity (in bits) as a function of frequency for MDCT coefficients (a) and molecules (b).

(\(Q_1(t, f)\)) which is coarser than \(Q_2(t, f)\). Figure 4 provides the results obtained for the two configurations of descriptors (energy ratio (ER) vs. shape + mean + standard deviation (SMSD)), and for the separation of 2 speech signals in a 4 speakers mixing (4S) and in a 2 speakers + 3 instruments mixing (2S+3I). In each case, six different test signals were used, with a duration of approximately 3s. The bit allocation of Table 1 was used for those tests.

Fig. 4: Separation performance for ER and SMSD configurations.

This figure exhibits ISNR scores from about 10dB up to 25dB depending on the configuration, hence a good separation of the speech source signals. Listening tests performed in the ER configuration reveal remaining interferences on the separated sources. Figure 4 proves the improvement obtained by using shape codebooks, with an average ISNR increase across configurations of about 7dB. This gain results in a very significant improvement in the quality of separated signals.

4. CONCLUSION

The separation approach described in this paper does not belong to classical source separation methods. Contrary to the BSS framework, in ISS, source signals are available before the mix is processed, and specific (but important) applications such as audio-CD “active-listening” are targeted. In the present study, promising preliminary results on speech signals separation from a single-channel mixture have been reported.

Future work will mainly focus on music instruments separation. The use of shape codebooks for each kind of instrument is expected to provide efficient source representation and thus separation. Also, the use of refined TF decomposition algorithm such as Molecular Matching Pursuit [5] [6] and/or multi-resolution decomposition will also be considered to better take benefit of the audio signals sparsity, and provide a more accurate separation. Finally, the ISS framework can be extended to the multi-channel source separation framework, where watermarking can be combined with more powerful source separation techniques.
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