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ABSTRACT
In this paper, we present a new QR based algorithm for IIR adaptive filtering. This algorithm achieves a reduction of complexity with regard to the IIR-QR algorithm by using a block reduction transformation. Moreover, this new approach make it possible to directly transform fast FIR algorithm into fast $O(N)$ versions of the IIR algorithm. Therefore, we derive a fast version of the algorithm from the rotation-based lattice algorithm (QR-LSL). Simulations, have proven the fast convergence and the good numerical properties of both algorithms for systems satisfying the strictly positive real (SPR) condition.

1. INTRODUCTION
The finite impulse response FIR structures are widely used in adaptive filters, due to their simplicity. They benefit of an important class of adaptive filtering algorithms. However, the infinite impulse response IIR structures seems to be more suitable to some applications involving long impulse response such as the acoustic echo cancellation. Unfortunately, the complexity of these structures, due to some inherent problems (local minima for output error formulation and biased solution for the equation error), make the derivation of efficient adaptive filtering algorithms rather difficult. The IIR filters generally use iterative gradient based algorithms [8], which have slower convergence than recursive least squares algorithms. A QR least squares adaptive algorithm IIR-QR have been proposed for IIR filtering [4]. It minimizes a modified least squares criterion resulting from a pseudo-linear regression (PLR) approximation [6]. This algorithm converge rapidly and has a reduced complexity (still $O(N^2)$) compared to iterative algorithms. A fast $O(N)$ version of this algorithm exists, but it is inherently instable [3].

In the following, we present a new IIR adaptive filtering algorithm based on a block decomposition of the transformed data matrix. Then, our QR based IIR algorithm simplifies to two FIR-like adaptive algorithms. It becomes then easy to derive fast $O(N)$ versions of this algorithm. We derive a lattice structure QR-LSL like IIR adaptive filtering algorithm. In the last section, simulations of the algorithm and its fast version are given.

2. A QR BASED IIR ADAPTIVE FILTER
The adaptive algorithm tries to minimize the error between the output of the adaptive filter $y(n)$ and the desired signal $d(n)$

$$e(n) = d(n) - y(n)$$

with the output of the filter

$$y(n) = \sum_{i=0}^{N_x-1} a_i(n) x(n-i) + \sum_{i=1}^{N_y} b_i(n) y(n-i)$$

where $x(n)$ is the input signal of the adaptive filter and $a_i(n)$ (respectively $b_i(n)$) are the adaptive feedforward (respectively feedback) weights.

We denote, $r(n)$ the regression vector and $w(n)$ the weight vector of dimension $N = N_x + N_y$

$$r^T(n) = \begin{pmatrix} x^T(n) \\ y^T(n) \end{pmatrix}$$

$$w^T(n) = \begin{pmatrix} w_X^T(n) \\ w_Y^T(n) \end{pmatrix}$$

with

$$x^T(n) = \begin{pmatrix} x(n) & \cdots & x(n-N_x+1) \end{pmatrix}$$

$$y^T(n) = \begin{pmatrix} y(n-1) & \cdots & y(n-N_y) \end{pmatrix}$$

$$w_X^T(n) = \begin{pmatrix} a_0(n) & a_1(n) & \cdots & a_{N_x-1}(n) \end{pmatrix}$$

$$w_Y^T(n) = \begin{pmatrix} b_1(n) & b_2(n) & \cdots & b_{N_y}(n) \end{pmatrix}$$

In the least square approach the adaptive filter minimize the following error criterion

$$J(n) = \sum_{k=0}^{n} \lambda^{2(n-k)} \left[ d(k) - r^T_w(k) w(n) \right]^2$$
\[
\begin{align*}
\mathbf{r}_w^T(k) &= \begin{pmatrix} \mathbf{x}^T(k) \\ \mathbf{y}_w^T(k) \end{pmatrix} \\
\mathbf{y}_w^T(k) &= \begin{pmatrix} y_{w1}(k-1) \\ \vdots \\ y_{w1}(k-N_Y) \end{pmatrix}
\end{align*}
\]
and where \( y_{w1}(k) \) is the output of the adaptive filter when the weights are frozen to \( \mathbf{w}(n) \)
\[
y_{w1}(k) = \sum_{i=0}^{N_X-1} a_i(n) x(k-i) + \sum_{i=1}^{N_Y} b_i(n) y(k-i)
\]

The IIIR-QR algorithm uses the pseudo-linear regression (PLR) approximation [6]. Thus, it minimizes the following least square criterion
\[
J'(n) = \sum_{k=0}^{n} \lambda^{2(n-k)} [d(k) - \mathbf{r}_w^T(k) \mathbf{w}(n)]^2
\]
\[
= \| \mathbf{d}(n) - \mathbf{X}(n) \mathbf{w}(n) \|^2
\]

with
\[
\mathbf{X}(n) = \begin{pmatrix} \mathbf{r}_w^T(n) \\ \lambda \mathbf{r}_w^T(n-1) \\ \vdots \\ \lambda^n \mathbf{r}_w^T(0) \end{pmatrix}, \quad \mathbf{d}(n) = \begin{pmatrix} d(n) \\ \lambda d(n-1) \\ \vdots \\ \lambda^n d(0) \end{pmatrix}
\]

This is achieved by applying a recursive QR decomposition algorithm to update the triangular factor of the matrix \( \mathbf{X}(n) \) [5]
\[
\begin{pmatrix} \mathbf{0}^T \\ \mathbf{R}(n) \end{pmatrix} = \mathbf{Q}_X^v(n) \begin{pmatrix} \mathbf{x}^T(n) \\ \lambda \mathbf{R}(n-1) \end{pmatrix}
\]
\[
\begin{pmatrix} \mathbf{e}(n) \\ \mathbf{d}(n) \end{pmatrix} = \mathbf{Q}_Y^v(n) \begin{pmatrix} d(n) \\ \lambda d(n-1) \end{pmatrix}
\]

It follows that, the optimal solution is given by solving the triangular system
\[
\mathbf{R}(n) \mathbf{w}(n) = \mathbf{d}(n)
\]

or otherwise expressed by partitioning \( \mathbf{R}(n) \) and \( \mathbf{d}(n) \) (see [1])
\[
\begin{pmatrix} \mathbf{R}_X(n) & \mathbf{B}_{XY}(n) \\ \mathbf{0} & \mathbf{R}_Y(n) \end{pmatrix} \mathbf{w}(n) = \begin{pmatrix} \mathbf{d}_X(n) \\ \mathbf{d}_Y(n) \end{pmatrix}
\]

where \( \mathbf{R}_X(n) \) (respectively \( \mathbf{R}_Y(n) \)) is a \( N_X \times N_X \) (respectively \( N_Y \times N_Y \)) upper triangular matrix, \( \mathbf{B}_{XY}(n) \) is a \( N_X \times N_Y \) matrix and \( \mathbf{d}_X(n) \) (respectively \( \mathbf{d}_Y(n) \)) is an \( N_X \) (respectively \( N_Y \)) vector. Then by passing \( \mathbf{B}_{XY}(n) \) to the right hand side of (3), the system (2) is converted into two reduced complexity subsystems
\[
\begin{align*}
\mathbf{R}_X(n) \mathbf{w}_X(n) &= \mathbf{d}_X(n) \\
\mathbf{R}_Y(n) \mathbf{w}_Y(n) &= \mathbf{d}_Y(n)
\end{align*}
\]

with
\[
\mathbf{d}_X(n) = \mathbf{d}_X(n) - \mathbf{B}_{XY}(n) \mathbf{w}_Y(n)
\]

In addition to this iterative transformation, we propose then, to apply the following update scheme
\[
\begin{pmatrix} \mathbf{Q}_X^v(n) \\ \mathbf{Q}_Y^v(n) \end{pmatrix} \begin{pmatrix} \mathbf{x}^T(n) \\ \lambda \mathbf{R}_X(n-1) \\ \lambda \mathbf{d}_X(n-1) \\ \mathbf{y}_Y(n) \end{pmatrix} = \begin{pmatrix} \mathbf{0}^T \\ \mathbf{0}^T \\ \mathbf{e}_Y(n) \\ \mathbf{y}_X(n) \end{pmatrix}
\]

Consequently, these subproblem becomes equivalent to two QR-RLS algorithms driven respectively by the input signals \( x(n) \) and \( y(n-1) \). The two algorithms are independent in the sense that the rotation based transformations \( \mathbf{Q}_X^v(n) \) and \( \mathbf{Q}_Y^v(n) \) are only identified by their corresponding input data \( x(n) \) or \( y(n-1) \).

Moreover, we can verify from (6) that \( \mathbf{B}_{XY}(n) \) is a rank one matrix, and the \( \mathbf{B}_{XY}(n) \) need not to be computed explicitly. Since, the product \( \mathbf{B}_{XY}(n) \mathbf{w}_Y(n) \) needed in (5) is given by
\[
\mathbf{B}_{XY}(n) \mathbf{w}_Y(n) = y_Y(n) \mathbf{g}_X(n)
\]

with
\[
\begin{pmatrix} \mathbf{g}_X(n) \\ \mathbf{y}_X(n) \end{pmatrix} = \mathbf{Q}_X^v(n) \begin{pmatrix} 1 \\ 0 \end{pmatrix}
\]
\[
y_Y(n) = \mathbf{y}_X^T(n) \mathbf{w}_Y(n)
\]

Like the QR-RLS algorithm the output error of the algorithm can be easily computed without the explicit computation of \( \mathbf{w}(n) \) as in [7]
\[
e(n) = \gamma_Y(n) \mathbf{e}_Y(n)
\]

Then, the filter output is computed by
\[
y(n) = d(n) - e(n)
\]

The desired input signal for the first QR-RLS algorithm (6) is the global desired response \( d(n) \), whereas the desired input signal for the second algorithm (7) is \( \mathbf{d}_Y(n) = \mathbf{e}_X(n) / \gamma_X(n) \). And the filter partial output is given by \( y_Y(n) = d_Y(n) - e(n) \), this achieves the computation of \( \mathbf{d}_X(n) \) using (5) and (8).
The IIR adaptive algorithm, thus obtained is called IIR-BQR as it involves two Block’ QR decompositions. It reduces the complexity of the IIR-QR algorithm [4] by approximately a factor of 2. It also reduces the hardware complexity of the parallel architecture required for its implementation by the same factor. Moreover, the major complexity of the new algorithm is retrot between the two up- date steps of $R_X(n)$ and $R_Y(n)$. These steps can be computed independently, and so they can be, efficiently, im- plemented on a bipolar processor architecture.

Furthermore, the IIR-BQR is suited to fast implementation. In fact, the fast QR-RLS algorithms for FIR adaptive filtering can be used to derive fast $O(N)$ IIR adaptive algorithms when using this IIR filtering formulation. A fast algorithm based on the fast QR-RLS algorithm is derived in [2] for the FIR multichannel adaptive filtering, it can be easily modified for our IIR context. In the following, we present a fast lattice IIR algorithm based on the QR-LSL algorithm [9].

3. A FAST LATTICE IIR ALGORITHM

The QR-LSL algorithm (Table IV of [9]) is presented here with a different steps’ order. This algorithm will be applied to both subproblems as in equations(6) and (7), therefore, the subscript ‘Z’ will refer to letters ‘X’ or ‘Y’ to differenti- ate variables relatives to first (X) or second (Y) subproblems. The subproblem algorithms X and Y are first presented in Table-1. Then, we present the necessary additional steps to these two QRLSL algorithms.

<table>
<thead>
<tr>
<th>for $n = 1 : L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{0Z} (n) = b_{0Z} (n) = x_Z (n)$</td>
</tr>
<tr>
<td>$e_{0Z} (n) = d_Z (n)$</td>
</tr>
<tr>
<td>for $p = 1 : N_Z$</td>
</tr>
<tr>
<td>1- $Q_2 (\theta_{z,p}^b (n))$</td>
</tr>
<tr>
<td>$\left( \begin{array}{c} b_{Z,p-1} (n-1) \ e_{Z,p-1} (n-1) \end{array} \right) = \left( \begin{array}{cc} f_{Z,p} (n) &amp; \lambda R_{Z,p}^b (n-1) \ 0 &amp; \Gamma_Z^b (n-1) \end{array} \right)$</td>
</tr>
<tr>
<td>2- $\gamma_{Z,p} (n-1) = \gamma_{Z,p-1} (n-1) \cos \theta_{Z,p}^b (n)$</td>
</tr>
<tr>
<td>3- $Q_2 (\theta_{z,p}^b (n))$</td>
</tr>
<tr>
<td>$\left( \begin{array}{c} f_{Z,p-1} (n) \ \lambda R_{Z,p}^b (n-1) \end{array} \right) = \left( \begin{array}{c} e_{Z,p} (n) \ \Gamma_Z^b (n-1) \end{array} \right)$</td>
</tr>
<tr>
<td>4- $Q_2 (\theta_{z,p}^d (n))$</td>
</tr>
<tr>
<td>$\left( \begin{array}{c} f_{Z,p-1} (n) \ \lambda R_{Z,p}^d (n-1) \end{array} \right) = \left( \begin{array}{c} b_{Z,p} (n) \ \Gamma_Z^d (n-1) \end{array} \right)$</td>
</tr>
</tbody>
</table>

| Table-1 QRLSL algorithm applied to FIR-like part Z (Z=X or Y) |

where $Q_2 (\theta)$ is the $2 \times 2$ rotation matrix of angle $\theta$, and $p$ is the recursive order of the algorithm.

The QR-LSL algorithm [9] is a rotation based LSL al- go- rithm [5]. It differs from the standard QR-RLS by its lat- tice parametrization, so our previous derivation of the algo- rithm quantities is still valid, except for $r(n)$ and $w(n)$. The regression vector is no longer formed of $x(k)$ and $y(k)$ samples, it is denoted $r'(n)$ and it contains the decoupled $b_{X,p-1} (n-1)$ and $b_{Y,p-1} (n-1)$ samples.

Whereas, the corresponding parameter vector is $\kappa(n)$ such that $r'(n) \kappa(n) = r'(n) w(n)$ [5]. It follows that the transformation $Q_2^b (n)$ corresponds to $N$ transforma- tions $Q_2 (\theta_{Z,p}^b (n))$, $(p = 1, \ldots, N)$, and the vector $d_Z (n)$ corresponds to $\Gamma_Z^b (n)$, $(p = 1, \ldots, N)$. This leads to the new iterative transformation (similar to equation (5))

$$\Gamma_{X,p}^b (n) = \Gamma_{X,p}^a (n) - y_Y (n-1) G_{X,p} (n)$$

with

$$\left( \begin{array}{c} \gamma_{X,p} (n-1) \\ G_{X,p} (n) \end{array} \right) = Q_2 (\theta_{Z,p}^b (n)) \left( \begin{array}{c} \gamma_{X,p-1} (n-1) \\ 0 \end{array} \right)$$

and $y_Y (n-1) = d_Y (n-1) - e (n-1)$

Consequently, the step 1-X (Table-1) of the first algo- rithm (Z=X), is transformed as in (6) to step 1’-X

$$Q_X^b (n) \left( \begin{array}{cc} b_{Z,p-1} (n-1) & e_{Z,p-1} (n-1) \\ \lambda R_{Z,p}^b (n-1) & \lambda \Gamma_Z^b (n-1) \end{array} \right) = \left( \begin{array}{cc} 0 & e_{Z,p} (n-1) \\ R_{Z,p}^b (n) & \Gamma_Z^b (n) \end{array} \right)$$

This first algorithm is initialized by $x_X (n) = x (n)$ and $d_X (n) = d (n)$, while the second algorithm is initialized by $x_Y (n) = y (n-1)$ and $d_Y (n) = e_{X,NX} (n) / \gamma_{X,NX}$ (n).

This later initialization involves the filter output $y(n-1)$ which is computed as in (9) by $y(n-1) = d(n-1) - e(n-1)$. In order to initialize conveniently $f_Y(n)$ = $y(n-1)$, we modify the Y-algorithm as follows:

- Computation of steps 1-Y and 2-Y (for $p = 1 : N_Y$).
- Then, we are able to compute

$$e(n-1) = \gamma_{Y,NY}(n-1) e_{Y,NY}(n-1)$$

$$f_{Y,0}(n) = y(n-1) = d(n-1) - e(n-1)$$
- Computation of steps 3-Y and 4-Y (for $p = 1 : N_Y$)

Finally, we complete the algorithm by the transformation of equation (10).

4. SIMULATION

The algorithms are simulated using the same system model as [4]. This model is often used to simulate acoustic transfer
path in teleconference systems. It is defined by the following feedback polynomial
\[ B(z^{-1}) = 1 - \alpha_1 z^{-10} \]
and an arbitrary vector of feedforward coefficients
\[ a_1 = (1, 1.52, -0.92, -0.87, 0.55, 2.37, 1.44, -1.41, -0.28, -0.73, -0.48) \]

We start the simulation for \( \alpha_1 = 0.8 \), then we change abruptly the system at sample \( t = 2500 \) to the new value \( \alpha_2 = 0.95 \) and the new feedforward coefficients vector
\[ a_2 = (1, -0.66, 0.54, 0.53, -0.68, 0.38, 1.74, -0.20, 1.13, -0.54, -1.05) \]
These two systems satisfy the strictly positive real (SPR) condition.

In figure 1, we consider a noisy identification scheme with an SNR=15dB and a forgetting factor \( \lambda = 0.97 \). The mean square error MSE is averaged over 100 runs Monte Carlo simulations. This figure shows a good convergence properties of both the IIR-BQR and the fast Lattice algorithm, which are comparable to the performance of the IIR-QR [4]. However, we have never noticed during simulations any indication of numerical stability problems.

![Figure 1: MSE vs. time for IIR-QR, IIR-BQR and fast Lattice algorithm](image)

5. CONCLUSION

We presented in this paper a new QR based adaptive IIR filtering algorithm (IIR-BQR). Besides, its reduced complexity (about the half) compared to the IIR-QR, this algorithm is also highly parallelizable. Then, we derived a fast O(N) version of this algorithm which use a lattice parametrization, simulation showed that this fast algorithm is numerically stable.
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