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ABSTRACT

Many techniques are currently used for motion estimation. In the block-based approaches the most common procedure applied is the block-matching based on various algorithms. To refine the motion estimates resulting from the full search or any coarse search algorithm, one can find few applications of Kalman filtering, mainly in the intraframe scheme. This paper presents an 8x8-block based motion estimation which uses the Kalman filtering technique to improve the motion estimates resulting from both the three step algorithm and the 16x16-block based Kalman application of [9]. In the interframe scheme, due to discontinuities in the dynamic behaviour of the motion vectors, we propose the filtering by approximated densities [10]. This application uses a simple form involving statistical characteristics of multi-modal distributions.

1. INTRODUCTION

In the field of motion estimation for video compression many techniques have been applied [1-5]. It is now quite common to see the Kalman filtering technique and some of its extensions used for the estimation of motion within image sequences. Particularly in the pixel-recursive approaches, which suit very much the Kalman formulation, one finds various ways of applying this estimation technique both in the time and frequency domains. On a very general perspective, we find use of Kalman filter (KF), the extended Kalman filter (EKF) and the parallel extended Kalman filter (PEKF) [6-8].

In the block-based motion-compensated prediction approaches, the most common procedure is the block-matching technique. There are several well known algorithms that perform the block matching motion estimation, among them being the full search algorithm (FSA) [3-5] that determines the motion vector of a macroblock by computing the MAE at each location in the search area. This is the simplest method, it provides the best performance, but at a very expensive computational cost.

To reduce this computational requirements, several heuristic search strategies have been developed, as for example the two-dimensional logarithmic search, the parallel one-dimensional search, etc [3-5]. These are often referred to as fast search algorithms.

Lately, some new fast strategies as well as motion estimation have been proposed. But, very few applications are available of Kalman filtering for the estimation of motion vectors resulting from a 16x16-block based approach (16x16-KF), [9].

Section 2, we propose an 8x8-block based motion estimation using Kalman filtering (8x8-KF) to improve the motion vector estimates resulting from both the conventional three step algorithm (TSA) [3-5] and the 16x16-KF proposed in [9]. Section 2.1 introduces the state-space representation for the motion vector, the Kalman equations based on this later are given in section 2.2. The comparative results obtained for different classes of video sequences are presented in section 2.3.

Section 3 considers the interframe situation. The problem with the use of Kalman filtering is that its conventional modelling is not appropriate when discontinuities in the dynamic behaviour appear. Therefore, the filtering by approximated densities FAD is proposed in order to improve the motion vector estimates resulting from both the conventional FSA and TSA algorithms. The FAD [10] is a non-linear, adaptive filtering technique. It uses a maximum entropy principle under linear constraints. The method is essentially based on the development of a logarithm for the computation of a priori and a posteriori probability density functions as linear combinations of several functions chosen according to some specific criterion. Section 3.1, we elaborate functions of an exponential type for the definition of probability density that characterise the block-motion vector. The non-linear filter is then implemented in section 3.2. In section 3.3, the results are given and the superior performance of the filter on class A, B and other well known video sequences is demonstrated.

2. INTRAFRAME ESTIMATION

2.1 State representation

The scanning in a frame is from the top left to the bottom right. The motion vector of a macroblock can be predicted from that of its left spatial neighbour. The measured motion vectors are obtained through a conventional three step procedure. In the same manner as in [9], the intraframe motion estimation process is modelled through an auto-regressive model which produces the state-space equations.

We define the 8x8-block based representation as follows: each 16x16-block yields a zig-zag sequence of four 8x8-blocks. This corresponds to a conventional pixel decimation for block matching in an 8x8 block. The motion vector of these sub-blocks is defined as $V' = (x,y)$, where $x$ and $y$ denote the horizontal and vertical components, respectively. These two components are assumed independent.
The motion vector of an 8x8-block can be predicted from the one of the previous 8x8-block according to the time index \( k \) of the zig-zag order using the state equation:

\[
V(k+1) = F(k)V(k) + W(k)
\]

(1)

where \( W(k) \) is the state noise vector, with covariance matrix \( Q \). The state noise components \( w_x, w_y \) are assumed independent and Gaussian distributed with zero-mean and same variance \( q \). The matrix \( F(k) \) is the transition matrix which describes the dynamic behavior of the motion vector from one 8x8-block to the next. As the motion vector components are independent the matrix is diagonal.

The Kalman filter updates the motion estimate \( V(k|k-1) \) given the previous measurement at time index \( k-1 \), according to the new measured motion vector \( Z(k) \) and the measurement equation:

\[
Z(k) = V(k) + N(k)
\]

(2)

where \( N(k) \) is the measurement noise vector with covariance matrix \( R \). The noise components \( n_x, n_y \) are assumed independent and Gaussian distributed with zero-mean and same variance \( r \).

It is observed that the measured motion vectors are actually obtained from the TSA run on a 16x16-block basis that yields the zig-zag sequence of four measured motion vectors \( Z(k) \) with same values on the 8x8-block basis. By this mean the Kalman filter has four measurements instead of one to make the motion estimate \( V(k|k) \) when the assumption of smooth changes is not strictly valid. As a result, it is expected that we have a better motion estimate for the 8x8-motion compensation procedure.

2.2 Linear filtering

From the above state-space model (eq. 1, 2) the consecutive motion vectors \( V(k|k-1) \) and \( V(k|k) \), with error covariance matrix \( P \), are recursively estimated given the past measurement \( Z(k-1) \) and present measurement \( Z(k) \) through the Kalman filter.

Based upon this very basic state-space representation for the motion, the conventional Kalman equations are implemented as follows.

- **Update with the new measurement** \( Z(k) \):
  \[
  K(k) = P(k|k-1).\{P(k|k-1)+R(k)\}^{-1}
  \]
  (3)
  \[
  V(k|k) = V(k|k-1)+K(k)\{Z(k)-V(k|k-1)\}
  \]
  (4)
  \[
  P(k|k) = [I-K(k)].P(k|k-1)
  \]
  (5)
- **Prediction**:
  \[
  V(k+1|k) = F(k)V(k|k)
  \]
  (6)
  \[
  P(k+1|k) = F(k)P(k|k)F(k)+Q(k)
  \]
  (7)

2.3 Results

For comparison purposes the FSA, the TSA, the 16x16-KF presented in [9] and the proposed 8x8-KF are run for different classes of video sequences. We use 50 frames of the following sequences: ‘Alkis’ class A, ‘Carphone’, ‘Foreman’ and a subsampled sequence of ‘News’.

It is observed that all the above listed techniques can be qualified as sub-optimal techniques. Hence, in any case the results expected are very close in terms of average PSNR.

<table>
<thead>
<tr>
<th>Sequences</th>
<th>FSA</th>
<th>TSA</th>
<th>16x16-KF</th>
<th>8x8-KF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkis</td>
<td>30.769</td>
<td>30.664</td>
<td>30.670</td>
<td>30.821</td>
</tr>
<tr>
<td>Carphone</td>
<td>33.793</td>
<td>33.578</td>
<td>33.585</td>
<td>33.672</td>
</tr>
<tr>
<td>Foreman</td>
<td>32.649</td>
<td>32.235</td>
<td>32.240</td>
<td>32.342</td>
</tr>
<tr>
<td>News</td>
<td>27.686</td>
<td>27.246</td>
<td>27.254</td>
<td>27.414</td>
</tr>
</tbody>
</table>

As expected the 8x8-block based proposed approach results in an even greater PSNR better than both the TSA and 16x16-KF.

For the particular state-space representation used, when the real motion corroborate the assumptions made regarding, only translational motion with very smooth changes, the 8x8-KF is even better than the one resulting from the FSA, as observed when monitoring the average PSNR values.

3. INTERFRAME ESTIMATION

3.1 Block motion characterisation

Before implementing FAD, we must define an a priori statistical distribution characterising the motion vector. A statistical study has been conducted using the full search algorithm for each 16x16-block of a frame over 100 frames of ‘Miss’ and ‘Alkis’, 130 frames of ‘Mother and Daughter’, and 50 frames of ‘Carphone’ and ‘Foreman’. We keep the general assumption of displacement \( x \) and \( y \) independence despite that it is rarely true. Hence, in the following we will consider only the developments for the \( x \)-component of the motion vector. In a frame at time instant \( k \), a block \( B(l) \), \( l = 0, ..., 98 \) is characterised by its motion vector. This motion vector is predicted from the previous frame using the block-matching technique. Thus, the displacement \( x \) takes numerical values within the range \(-7, -6, ..., +7\), at integer pixel accuracy.

On a frame to frame basis, the \( x \)-component (resp. \( y \)) of block \( B(l) \) is rarely long-lasting stationary on one or more of the above possible values. What more likely describes the dynamic behaviour of \( x \) (resp. \( y \)) is jumps from one value to another with very short-lasting stationarity on one or more particular values.

From now on, we consider the multi-model situations. A pair \((M, x)\) defines the state where the available models \( M \) belong to a finite set \( \{m_1, ..., m_d\} \). A Gaussian probability distribution for \( x(k) \) (resp. \( y(k) \)) yields a probability on each model \( M \). Hence at frame \( k+1 \), the state \( x(k+1) \) (resp. \( y(k+1) \)) has several probability distributions that are conditional upon each model. We define the state space model,
where state noise $w(k)$ and measurement noise $v(k)$ are Gaussian distributed with zero-mean and variance $Q$ and $R$, respectively. The coefficients $(a, b)$, are taken to be a $N$-state Markov chain, $(a(k), b(k))$. Due to the product $a(x(k)$, the $x$-state distribution loses its unimodal Gaussian feature. For our application we consider tri-modal and five-modal approximations:

- **Tri-modal Gaussian approximation**

  In this case we consider that $x(k)$ (resp. $y(k)$ takes values with respect to the available models: $md_1={x(k)<0}$, $md_2={x(k)=0}$, $md_3={x(k)>0}$ and the corresponding Markov coefficients $(a_1, b_1)$, $(a_2, b_2)$, $(a_3, b_3)$. These coefficients and the state equation (8) without noise define the three possible (limit) Gaussian distributions for $x(k)$ (resp. $y(k)$) with mean and variance: $m_i=b_i/(1-a_i)$ and $\sigma^2_i=Q/(1-a_i^2)$, $i=1,2,3$.

- **Five-modal Gaussian approximation**

  In the same manner the five possible models are: $md_1={x(k)<1}$, $md_2={x(k)=1}$, $md_3={x(k)=0}$, $md_4={x(k)>0}$, $md_5={x(k)>1}$ with the corresponding Markov coefficients $(a_i, b_i)$, $i=1,2,3,4,5$ which define with the state equation (8) the five possible Gaussian distributions for $x(k)$ (resp. $y(k)$) with mean and variance $m_i$ and $\sigma^2_i$, $i=1,2,3,4,5$.

According to our concept, we now define the density functions relative to the non-linear space model (8) where the coefficients $(a(k), b(k))$ are subject to random variations in time. The distribution taken for $(a(k), b(k))$ is a measure such that

$$\sum_{i=1}^{N} P_i(a(k), b(k)) = (a_i, b_i) \delta_i(a, b) \quad \text{with } N=3 \text{ or } 5.$$  

Thus, $(a(k), b(k))$ randomly assumes the values, $(a_i, b_i)$, with respect to the transition probability

$$\pi_{ij} = P_i(a(k+1), b(k+1)) = (a_i, b_i) / (a(k), b(k)) = (a_j, b_j) \quad \text{with } i, j = 1, \ldots, N.$$  

These transition probabilities have been obtained through the statistical study mentioned above.

We have to express the a priori densities for $x$ (resp. $y$). A Gaussian distribution is of exponential type. The logarithm of its density function is linearly developed from the basis functions: $\Psi_i(x) = 1$, $\Phi_i(x) = x$, $\Phi_i(x) = x^2$, (resp. $y$).

We define the linear constraints $l_i$ $(i=0,1,2)$ as the expected values of the functions $\Phi_i$, $(i=0,1,2)$. Hence, these constraints correspond to moments the Gaussian distribution. Thus, the density for each possible model $(i=1,\ldots,N)$ is defined by

$$f(x) = \exp(l_0 + l_1 x + l_2 x^2),$$

where the Lagrange multipliers $l_i$ $(i=1,\ldots,N; j=0,1,2)$ are obtained from the linear constraints, i.e. the moments of the Gaussian distribution.

Finally, the density function for the state $(a(k), b(k), x(k))$ can be written as follows

$$\sum_{i=1}^{N} P_i[(a(k), b(k)) = (a_i, b_i)] \delta_i(a, b) \cdot f(x) = \sum_{i=1}^{N} p_i \delta_i f(x)$$

with $\int f(x) dx = 1$.

### 3.2 Non-linear filtering

In a frame $k$, for each block $B(l)$, $(l=0,\ldots,98)$ the filtering by approximated densities updates and predicts the conditional density functions given the new measured motion $z(k)$, resulting from the TSA.

The update uses the measurement equation (2) and the Bayesian formula. That yields the Lagrange multipliers $l_i$ $(i=0,1,2)$ of the density $f(x)$ conditional upon the measured displacement $l_4(k) = l_4(k-1) + \mu_4 + \mu_4 \eta + \mu_4 \eta^2$  

$$l_3(k) = l_3(k-1) - 2 \mu_3 \eta + \mu_3 \eta^2$$

$$l_2(k) = l_2(k-1) + \mu_2$$

where $\mu_i$ $(i=0,1,2)$ are Lagrange multipliers of the measurement noise density. The normalisation introduces the external coefficients $l_4(k) = \int f(x) dx$, such that the updated probability of the Markov coefficients (i.e. models) is defined by

$$p_i(k | k, \alpha_j = \sum_{l=1}^{N} p_i(k | k-1, \alpha_j) \quad \text{with } i = 1, \ldots, N.$$  

The displacement estimate $x(k)$ used in the motion compensation procedure, is hence evaluated through the following expression in terms of the a posteriori probabilities and means:

$$x(k | k) = \sum_{l=1}^{N} p_i(k | k, m) = \sum_{l=1}^{N} p_i k | k, \alpha_j$$

The numerical value is taken at half-pixel accuracy.

The prediction of the distribution for the block under consideration in frame $k+1$ conditional upon the observation in frame $k$, is now left. The probabilities of the coefficients $(a(k+1), b(k+1))$ are predicted from the above ones and the transition probabilities (9):

$$p_i(k + 1 | k) = \pi_{ij} p_i(k | k) \quad i, j = 1, \ldots, N.$$  

The prediction of the densities $f(x)$, $(i=1,\ldots,N)$ uses the state equation (3) to compute the linear constraints $l_i(k+1/k)$,

$$l_0 = 1$$

$$l_i = l_i(a_m(k) + b_i)$$
\[ l_1 = l_2(Q + a/c(k) + b) + 2abm(k) \]

where \( Q \) is state noise variance. The values of constant coefficients, \( a \) and \( b \), depend on the model \([m_1, \ldots, m_6]\).

The predicted distribution which maximises the entropy under the linear constraints is the distribution for which the Lagrange multipliers of the density solve the non linear system: \( l'(k+1|k) = E[l'_m(\phi(x(k+1|k)))]. \) Thus, the Lagrange multipliers of the density are defined in terms of mean and variance resulting from the constraints as follows:

\[
\begin{align*}
l_2(k+1|k) &= -\sqrt{2\sigma_n^2(k+1|k)} \\
l_1(k+1|k) &= m_3(k+1|k)/\sigma_n^2(k+1|k) \\
l_0(k+1|k) &= -0.5\ln(2\pi\sigma_n^2(k+1|k)) + \ln(l_0) \\
&- m_0(k+1|k)/2\sigma_n^2(k+1|k)
\end{align*}
\]

Finally, the predicted distribution conditional upon the observed motion through TSA is characterised by its exponential density function with Lagrange multipliers predicted in accordance with the FAD-concept.

### 3.3 Results

The filter has been implemented for 100 frames of ‘Missa’ and ‘Alkitis’, 130 frames of ‘Mother and Daughter’, and finally 50 frames of ‘Carphone’ and ‘Foreman’ sequences. In all cases, the 3-modal distribution is characterised by the means \( m_1=3.5, m_2=0, m_3=3.5 \) and standard deviations \( \sigma_1=\sigma_2=1, \sigma_3=0.5 \), for the 5-modal case we have \( m_1=4, m_2=1, m_3=-1, m_4=4 \) and \( \sigma_1=3\sigma_2=2.5, \sigma_3=3\sigma_4=5\sigma_5=0.5 \). These values are valid for both components x and y of the motion vector of each block within a frame. The filter is initialised once and for all as the first frame is loaded. It is observed that we do not need any refreshment or motion detection as it is often the case when using the Kalman filter.

The results presented in the Table 2 in terms of average PSNR demonstrate the performance of the technique applied to interframe motion estimation.

### Table 2. Comparative results on the average PSNR

<table>
<thead>
<tr>
<th>Sequence</th>
<th>FSA</th>
<th>TSA</th>
<th>AVERAGE PSNR</th>
<th>PM</th>
<th>HPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missa</td>
<td>Q=0.01</td>
<td>0.068</td>
<td>0.071</td>
<td>41.2</td>
<td>30.88</td>
</tr>
<tr>
<td>Q=0.05</td>
<td>31.28</td>
<td>30.91</td>
<td>31.27</td>
<td>31.17</td>
<td>31.27</td>
</tr>
<tr>
<td>Mother &amp; Daughter</td>
<td>Q=0.01</td>
<td>36.139</td>
<td>36.046</td>
<td>36.132</td>
<td>36.143</td>
</tr>
<tr>
<td>Q=0.05</td>
<td>36.104</td>
<td>36.063</td>
<td>36.072</td>
<td>36.091</td>
<td>36.098</td>
</tr>
<tr>
<td>Alkitis</td>
<td>Q=0.01</td>
<td>30.393</td>
<td>30.164</td>
<td>30.228</td>
<td>30.214</td>
</tr>
<tr>
<td>Q=0.05</td>
<td>30.378</td>
<td>30.391</td>
<td>30.308</td>
<td>30.432</td>
<td>30.264</td>
</tr>
<tr>
<td>Carphone</td>
<td>Q=0.01</td>
<td>33.785</td>
<td>33.529</td>
<td>33.781</td>
<td>33.568</td>
</tr>
<tr>
<td>Q=0.05</td>
<td>33.959</td>
<td>33.571</td>
<td>33.656</td>
<td>33.927</td>
<td>33.580</td>
</tr>
<tr>
<td>Foreman</td>
<td>Q=0.01</td>
<td>32.649</td>
<td>32.222</td>
<td>32.592</td>
<td>32.588</td>
</tr>
<tr>
<td>Q=0.05</td>
<td>32.431</td>
<td>32.554</td>
<td>32.413</td>
<td>32.511</td>
<td>32.401</td>
</tr>
</tbody>
</table>

For different state and measurement noises the average PSNR is always greater than the one resulting from the TSA. For each sequence, we find one or more situations where the average PSNR resulting from FAD is even greater than the one resulting from the FSA.

### 4. CONCLUSION

For the intraframe motion estimation these are encouraging results, in the sense that with the appropriate state model and a priori assumptions appropriate to a closer real motion vector behaviour, we would be able through Kalman filtering to have a greater PSNR than the full search for any frame of the sequence.

Regarding the applicability of the concept of filtering by approximated densities in the area of motion estimation the results are also very encouraging. It would be of interest to see if a 7-modal approximation would give better results, and of course what the results of this approach are in the case of intraframe motion estimation.

Regarding the cost for using such an approach, it is observed that in all cases, three step plus FAD is still faster than the full search or three step plus Kalman.
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