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ABSTRACT
In this paper, a new adaptive subband structure with critical sampling of the subband signals, which yields exact modeling of FIR systems, is derived. An adaptation algorithm, which minimizes the sum of the subband squared-errors, is obtained for the updating of the coefficients of the new subband structure, resulting in significant convergence rate improvement for colored input signals when compared to the full-band LMS algorithm. A simplified version of the adaptation algorithm, with reduced computational complexity, is also presented. An efficient implementation of the proposed subband structure is described, with computational savings of the order of the number of subbands when compared to the full-band LMS. Computer simulations illustrate the convergence behavior of the proposed algorithms.

1. INTRODUCTION
Adaptive FIR filters are attractive in many applications due to their stability and unimodal performance surface properties. However, when the order of such filters is very high, a large number of operations is needed for their implementation and the adaptation algorithm presents slow convergence. Alternative structures that make use of multirate concepts have been proposed [1]-[5] with the objective of reducing the drawbacks described above. In most of these subband structures, the signals at the outputs of the analysis filter banks are down-sampled and the adaptation is performed at the reduced sampling rate [1]-[3], which leads to large computational savings for high-order filters, with the introduction of an extra input-output delay. In order to model a finite impulse response system with small asymptotic errors, the adaptive subband structure with critical sub-sampling requires additional adaptive cross-filters between the subbands [2]. These cross-filters, however, increase the computational complexity and reduce the convergence rate of the adaptive algorithm. In this paper, a new adaptive subband structure with critical sampling of the subband signals, which also yield exact modeling of FIR systems, is obtained. The resulting structure also presents extra filters between the subbands, but such filters are identical to the direct-path adaptive filters, and do not need to be adapted separately. Therefore, the computational complexity is reduced and the adaptation speed is improved when compared to algorithms derived in [2]. An adaptation algorithm based on the normaliz ed LMS algorithm is derived for the updating of the subfilter coefficients of the new subband structure. Then, a possible simplification in the algorithm is described, which results in computational complexity reduction, with, however, some degradation in the convergence rate. An efficient implementation of the new subband structure, which employs cosine modulated filter banks, is discussed and its computational complexity is analyzed. The convergence behavior of the proposed algorithms is illustrated by computer simulations and compared to the behavior of the full-band LMS algorithm and of the subband algorithms presented in [2].

2. THE NEW ADAPTIVE SUBBAND STRUCTURE WITH CRITICAL SAMPLING
The new adaptive subband structure is derived from the filter bank structure with adaptive sparse subfilters of Fig. 1(a), which can be redrawn as in Fig. 1(b) by making use of the polyphase matrix of the analysis bank $H_p(z)$.

![Figure 1](image)

Figure 1: Adaptive structure: (a) with an analysis filter bank and sparse subfilters; (b) with polyphase representation of the analysis bank.

In a system identification application, the coefficients of the filter bank structure are adapted such as to model an unknown FIR system, denoted here by $P(z)$. The polyphase representation of $P(z)$ is shown in Fig. 2(a). Including before the polyphase components $P_k(z)$ of Fig. 2(a) the matrices $H_p(z^M)$ and $F_p(z^M)$, as shown in Fig. 2(b), such that $F_p(z)H_p(z) = z^{-M}\mathbf{I}_M$, where $\mathbf{I}_M$ is the $M \times M$ identity matrix, the transfer function of the system is not altered, except for the introduction of a constant delay of $M\Delta$ samples. $H_p(z)$ and $F_p(z)$ that satisfy the above condition correspond to the analysis and synthesis polyphase matrices of a perfect reconstruction multirate system.

Figures 1(b) and 2(b) are equivalent, i.e., both structures implement the transfer function $z^{-M\Delta}P(z)$ when

$$
\begin{bmatrix}
G_0(z) & G_1(z) & \cdots & G_{M-1}(z)
\end{bmatrix}
$$
Figure 2: Equivalent polyphase decomposition representations of the unknown system $P(z)$.

\[
\begin{bmatrix}
P_0(z) & P_1(z) & \cdots & P_{M-1}(z)
\end{bmatrix} P_p(z).
\]

(1)

Therefore, by using an analysis filter bank which yields perfect reconstruction and adaptive subfilters of sufficient order such that Eq. (1) can be satisfied, the structure of Fig. 1 implements exactly any FIR system.

We now derive the adaptive subband structure with critical subsampling by including maximally decimated perfect reconstruction $M$-band systems following each sparse subfilter in Fig. 1(a), as illustrated for the $k$-th band in Fig. 3. Then, moving the sparse

subfilters $G_k(z^M)$ to the right of the decimators (becoming $G_k(z)$ by the noble identity [6]), and assuming that non-adjacent filters of the analysis filter bank have frequency responses which do not overlap, the structure of Fig. 4 is obtained. Observe that in the resulting structure only $M$ subfilters need to be adapted, namely $G_0(z), \ldots, G_{M-1}(z)$, and that they operate at a rate which is $1/M$-th of the input rate. From Eq. (1), the length of each subfilter $G_k(z)$ should be $K = (N_p + N_f)/M + 1$, where $N_p$ is the order of the system $P(z)$ to be identified and $N_f$ is the order of the synthesis filter $F_k(z)$.

3. ADAPTATION ALGORITHMS

A normalized LMS-type algorithm is used for updating the coefficients of the subfilters. Denoting $X_{i,j}(m)$ the vector containing the last $K$ samples of the signal $X_{i,j}(m)$ at the output of the analysis filter $H_i(z)H_j(z)$ after down-sampling, $G_i(m)$ the vector containing the coefficients of the subfilter $G_i(z)$ at iteration $m$ and $K$ the number of coefficients of each subfilter, the general form for the LMS adaptation algorithm that minimizes the sum of the instantaneous subband squared-errors, i.e.,

\[
J(m) = \sum_{i=0}^{M-1} E_i^2(m),
\]

(2)

is given by\(^1\):

\[
G_k(m + 1) = G_k(m) + \mu_k [X_{k,k}(m)E_k(m) + X_{k-1,k}(m)E_{k-1}(m) + X_{k,k+1}(m)E_{k+1}(m)],
\]

(3)

In the above equations, the error signals $E_k(m)$ are given by

\[
E_k(m) = D_k(m - \Delta) - [X_k^T(m)G_k(m) + X_{k-1,k}(m)G_{k-1}(m) + X_{k,k+1}(m)G_{k+1}(m)],
\]

(4)

where $\Delta = (N_p + N_f)/2M$ corresponds to the delay introduced by the filter banks ($N_p$ and $N_f$ are the orders of the analysis and synthesis filters, respectively). In order to improve the convergence rate of the adaptation algorithm for colored noise input signals, the step-sizes are made inversely proportional to the sum of the powers of the signals involved in the adaptation of the coefficients, that is:

\[
\mu_k = \frac{\mu}{P_{k,k} + P_{k-1,k} + P_{k,k+1}},
\]

(5)

where $P_{i,j}$ is the power estimate of the signal $X_{i,j}$.

3.1. Simplified Algorithm

A simplified adaptation algorithm which also converges to the optimal solution with some degradation in the convergence rate is given by

\[
G_k(m + 1) = G_k(m) + \mu_k X_{k,k}(m)E_k(m),
\]

(6)

\(^1\)For the first and last subbands ($k = 0$ and $k = M - 1$) only two terms appear in the coefficient updating part of Eq. (3) and in the error expression of Eq. (4), i.e., one should consider $X_{-1,0} = 0$ and $X_{M-1,M} = 0$ in such equations.
with the error signals as in Eq. (4) and the step-sizes equal to 
\( \mu_k = \mu / \hat{p}_{k,h} \). The computational savings and the convergence 
degradation resulting from the above algorithm simplification will 
be discussed in the next sections.

4. EFFICIENT IMPLEMENTATION AND
COMPUTATIONAL COMPLEXITY

One of the major advantages of adaptive filtering in subbands is the 
savings in the computational complexity which can be achieved 
when implementing high-order filters. In this section, we describe 
an efficient implementation of the subband structure of Fig. 4 using 
cosine modulated filter banks and compare the number of multi-
lications required by it with those required by the full-band LMS 
algorithm and by the cross-filter subband algorithms of [2].

The analysis filters \( H_k(z)H_k(z) \) and \( H_k(z)H_{k+1}(z) \) applied 
to the input signal (see Fig. 4) can be efficiently implemented 
using the cosine modulation method [7], as shown below. Denoting 
by \( p_0(n) \) the impulse response of a prototype filter of length \( N_h + 1 \) 
yielding perfect reconstruction when used in a cosine 
modulated analysis-synthesis system, the impulse response of the 
analysis filters \( H_k(z) \) are related to \( p_0(n) \) by [7]:

\[
h_k(n) = 2p_0(n)\cos(\omega_k n + \theta_k),
\]

with \( \omega_k = (k + \frac{1}{2}) \frac{\pi}{M} \) and \( \theta_k = -(k + \frac{1}{2})(\frac{N_h}{2}) \frac{\pi}{M} + (-1)^k \frac{\pi}{4} \), or

in the frequency-domain:

\[
H_k(e^{j\omega}) = P_0(e^{j(\omega - \omega_k)})e^{j\theta_k} + P_0(e^{j(\omega + \omega_k)})e^{-j\theta_k}.
\]

The impulse responses of the filters \( H_k(z)H_k(z) \) are given by 
\( h_k(n)*h_k(n) \), or in the frequency-domain:

\[
[H_k(e^{j\omega})]^2 = P_0^2(e^{j(\omega - \omega_k)})e^{j2\theta_k} + P_0^2(e^{j(\omega + \omega_k)})e^{-j2\theta_k} + 2P_0(e^{j(\omega - \omega_k)})P_0(e^{j(\omega + \omega_k)}).
\]

The last term of the above expression can be neglected, since it is 
assumed that non-adjacent analysis filters do not overlap. Thus:

\[
h_k(n)*h_k(n) \approx 2p_0(n)*p_0(n)\cos(\omega_k n + 2\theta_k),
\]

and the filters \( H_k(z)H_k(z) \) of Fig. 4 can be efficiently imple-
mented by a cosine modulation technique with prototype filter 
\( p_0(n)*p_0(n) \) of length \( L = 2N_h + 1 \).

Similarly, the impulse responses of the filters \( H_k(z)H_{k+1}(z) \) 
are given by:

\[
h_k(n)*h_{k+1}(n) \approx 2q_0(n)\cos\left((\omega_k + \frac{\pi}{2M})n + \theta_k + \theta_{k+1}\right),
\]

where

\[
q_0(n) = p_0(n)e^{-j\frac{\pi}{2M}}n * p_0(n)e^{j\frac{\pi}{2M}}n.
\]

Therefore, the filters \( H_k(z)H_{k+1}(z) \) can also be implemented 
by the cosine modulation technique with prototype filter \( q_0(n) \) given 
above.

The overall number of multiplications per input sample re-
quired by the proposed subband structure is:

\[
\frac{2(3M - 2)(N_p + N_h)}{M^2} + \frac{2(3N_h - 1)}{M} + 4\log_2 M,
\]

with the first term corresponding to the filtering and adaptation of 
the subfilters \( G_k(z) \), the second term to the implementation of the 
prototype filters, and the last term to the computation of the four 
DCTs required for modulation. For high-order adaptive filters, the 
dominant term in the above expression is \( 6N_p/M \), which is about 
\( M/3 \) times smaller than the number of multiplications required by 
the full-band LMS algorithm (2Np).

The proposed subband structure with the simplified adaptation 
algorithm presented in the last section requires the following num-
ber of multiplications per sample:

\[
\frac{(4M - 2)(N_p + N_h)}{M^2} + \frac{2(3N_h - 1)}{M} + 4\log_2 M,
\]

which can be approximated by \( 4N_p/M \) for high-order adaptive 
filters. Therefore, the number of multiplications needed to imple-
ment the simplified algorithm is about \( M/2 \) times smaller than 
the number of multiplications required by the full-band LMS 
algorithm.

The complexity reduction obtained with the proposed structure 
for high order filters is comparable to that obtained with the 
cross-filter overdetermined algorithm with factorization of the cross-
filters [2] (which is \( 3M/5 \) times smaller than that of the LMS) and 
much better than that obtained with the nonoverdetermined algo-

5. SIMULATION RESULTS

In order to compare the proposed algorithms with previously pro-
posed ones, we performed simulations with the new subband struc-
ture, with the cross-filter structure and the overdetermined adap-
tation algorithms presented in [2], and with the full-band LMS 
algorithm. System identification problems are considered, with exact 
modeling of FIR systems. For the proposed structure, the length of 
the adaptive subfilters was \( K = (N_p + N_h)/M + 1 \), while for the 
cross-filter structure, \( K \) was computed as described in [2]. In all 
simulations, we employed the value of the step-size which resulted 
in the best convergence rate for each algorithm.

5.1. Two-band Structure

The system to be modeled was a length \( N_p + 1 = 256 \) FIR filter. 
The analysis and synthesis banks were cosine modulated banks 
with prototype filters of length \( N_h + 1 = 24 \) [6]. The input signal 
was a white-noise Gaussian sequence of unit variance. A white-
noise sequence of variance \( \sigma_w^2 = 10^{-10} \) was added to the desired 
signal.

Figure 5 presents the MSE evolution for the LMS and subband 
algorithms. The proposed structure with two subbands is able of 
expressly modeling an FIR system and its convergence rate is simi-
lar to that of the full-band LMS when both adaptation algorithms 
operate with white-noise input signal and with maximum step-
sizes. The cross-filter structure without cross-filter factorization 
takes about twice the number of iterations of the proposed structure 
to converge, and the factorized cross-filter algorithm presents ini-
tially the same convergence rate as the non-factorized algorithm, 
but the MSE reaches only \(-32 \) dB.

5.2. Multiband Structure

In this experiment, we performed simulations with the full-band 
LMS and with the proposed subband structure with \( M = 2, 4, 8 \) 
and 16 subbands using perfect reconstruction analysis and synthesis 
cosine modulated filter banks [6] with prototype filter lengths
\( N_a + 1 = 24, 96, 128, 256 \), respectively. An identification of a length \( N_p + 1 = 880 \) FIR system was considered, and the input signal was a colored noise sequence generated by passing a white noise sequence by a first-order IIR filter with pole located at \( z = 0.9 \).

Figure 6 presents the MSE evolution of the LMS and the proposed subband algorithm (non-simplified) with different numbers of bands. This figure shows that the new subband structure presents better convergence rate than the LMS algorithm when the number of subbands \( M \) is equal or larger than 8, due to the power normalization of the step-sizes. For \( M \) larger than 2, the proposed structure converges to an MSE of the order of the stopband attenuation of the analysis filter (which is around \(-80 \text{ dB} \) for \( M = 8 \) and 16, and \(-100 \text{ dB} \) for \( M = 4 \)), due to the assumption of non-overlapping non-adjacent analysis filters. For \( M = 16 \), the convergence rate of the subband structure for colored input is practically the same as for white input.

5.3. Simplified Algorithm

In this experiment, we compare the convergence behavior of the adaptation algorithms described in Section 3. The system to be identified and the filter banks used in this experiment were the same as in the multiband experiment described above. The MSE evolution results for both algorithms with \( M = 16 \) subbands are presented in Fig. 7, where we can observe the degraded convergence rate of the simplified algorithm. Such degradation corresponds to a reduction in the converge speed by a factor of 2.

Figure 7: Simulation results for the simplified and non-simplified algorithms, with \( M = 16 \) and colored input.

6. CONCLUSIONS

In this paper a new subband structure with critical sampling of the subband signals has been investigated. We have derived adaptation algorithms for the new subband structure, which requires the update of only \( M \) subfilters in an \( M \)-band scheme. An efficient implementation, as well as a computational complexity analysis of the new subband structure, have been presented. It has been shown that besides exactly modeling, significant convergence improvement can be achieved with the proposed structure for colored input signals. For high-order filters, savings in the computational complexity of the order of the number of subbands is obtained.

7. REFERENCES