The aims of the study described in this paper are (1) to assess the relative speaker discriminant properties of phonemes and (2) to investigate the importance of the temporal frame-to-frame information for speaker modelling in the framework of a text-prompted speaker verification system using Hidden Markov Models (HMMs) and Multi Layer Perceptrons (MLPs). It is shown that, with similar experimental conditions, nasals, fricatives and vowels convey more speaker specific informations than plosives and liquids. Regarding the influence of the frame-to-frame temporal information, significant improvements are reported from the inclusion of several acoustic frames at the input of the MLPs. Results tend also to show that each phoneme has its optimal MLP context size giving the best Equal Error Rate (EER).

1. INTRODUCTION AND MOTIVATIONS

Text-independent and text-dependent speaker verification systems (passwords, pin codes, ...) are too weak from a security point of view because they can easily be broken with pre-recorded speech of the client. Text-prompted systems, in which the text to utter is prompted with different word sequences from session to session, have been introduced in order to close the door to system breakers using pre-recorded speech [11] [15]. Such a procedure works efficiently if the vocabulary of the system is large enough. Indeed, modern digital recorders can play back an arbitrary sequence of keywords so that text-prompted systems with fixed small vocabulary, like digits, can also be broken.

In a large vocabulary text-prompted system, the speaker verification is done in two steps. First, the content of the speech signal is verified in order to check if the speaker said what he was asked to say. This implies using a speech recognition system which is generally speaker independent and which is usually based on sub-word models in order to recognize a very large set of words. In practice, a full recognition will not be necessary because the lexical content of the prompt is known. Once the pre-verification is done, the real speaker verification part can take place. Any usual technique can be applied but using the lexical information which is known from the prompt can bring advantages in two ways.

1. During testing and training time, the a priori knowledge of the lexical content of the utterance can be used to automatically and efficiently segment the speech input into sub-word units like phonemes. Speaker and impostor models can then be trained at sub-word levels, which has been shown to give good performances [9].

2. Studies [5] [14] have already reported that some phonemes have more discriminant power than other as far as the speaker verification is concerned. This fact could be advantageously used to build a more robust scoring procedure taking into account the different discriminant power of phonemes. Furthermore, the prompting could also be driven by this information in order to get as much as possible occurrences of those phonemes in the speech input.

The characteristics of the text-prompted system which is proposed here, are as follows. The speech recognition part is performed by a set of context independent phoneme (CIP) HMMs and the speaker verification part is performed by MLPs trained to classify the acoustic vectors into the claimed speaker or a world speaker class. Results presented in this paper focus on the speaker verification part of the system and it is assumed for the rest of the discussion that the speech verification is performed error-free.

The set of CIP HMMs are used to provide a segmentation of the speech signal into phonemes with a simple Viterbi forced alignment. The feature vectors, labelled with the corresponding phonemes, are then used to train MLPs, one per phoneme and per client. In previous studies, MLPs have successfully been used for text-independent [13] [6] and for fixed-text [12] speaker recognition tasks. The main advantages of MLPs against other systems like Gaussian Mixture Modelling include, among others, discriminant capabilities, weaker hypotheses on the acoustic vector distributions and possibility to include a larger acoustic frame window as input of the classifier.

Similarly to what is done in speech recognition with hybrid HMMs/MLP systems [3], this approach combines the ability of HMMs to handle efficiently the sequential character of speech and the discriminant properties of ANNs. The main drawback using MLPs is that its optimal architecture (essentially the number of hidden nodes) must be selected by trials and errors.

2. SYSTEM DESCRIPTION

2.1. Feature Extraction

The extraction of salient features for speaker verification is not addressed in this paper. Lpc-cepstrum are known to present good performances while being very unexpensive to compute and are
used for both the speech recognition and speaker verification modules. The speech data is initially processed by the application of a pre-emphasis filter \( H(z) = 1 - z^{-1} \). A 30 ms Hamming window is applied to the speech signal every 10 ms in order to extract 12 lpc-cepstrum coefficients. The order of the lpc analysis is set to 10. A liftering procedure is applied to the cepstral vectors followed by cepstral mean subtraction in order to operate a blind deconvolution. Energy and dynamic information (delta coefficients) were used for the speech recognition part but not for the speaker verification part.

2.2. Speech Recognition Part

As previously said, results presented in this paper focus on the speaker verification part of the system, assuming no errors in the speech verification step. 42 Swiss-German CIP HMMs are trained using the whole set of speakers available in the database and are then used to generate segmentation into phonemes using a simple Viterbi forced alignment.

2.3. Speaker Verification Part

MLPs, one for each phoneme/speaker, are discriminatively trained to distinguish between the client speaker and a background world model. MLPs with two outputs are used, one for the client class \( C_1 \) and the other for the world class \( C_2 \). In [4] it has been proved that if each output unit \( k \) of a MLP used in a classification problem, is associated to a class \( C_k \) of our problem, it is possible to train the MLP to generate a posteriori probabilities \( p(C_k|x_n) \) when \( x_n \), a particular acoustic vector, is provided to its input.

2.3.1. Architecture and Training Procedure

Concerning the architecture, MLPs with one input layer, one hidden layer and one output layer of neurons are used. Hidden and output layers are computational layers with a sigmoid as activation function. It has been previously shown [13] that using more than one hidden layer did not improve the performance for a speaker identification task and thus this architecture has not been investigated here.

During training, target vectors \( d(x_n) \) were set to \([1, 0]\) and \([0, 1]\) when the input vector \( x_n \) is produced by, respectively, the client and by the world speaker. During the training phase of the MLP’s, the acoustic vectors were presented randomly from the available training set.

The error criterion used for training is defined as

\[
E = \sum_{n=1}^{N} \left| g(x_n) - d(x_n) \right|^2 \tag{1}
\]

were \( g \) is the non-linear vector function operated by the MLP on the input vector \( x_n \). As explained in [16], the parameters of the MLP (weight matrices) are iteratively updated via a gradient descent procedure in order to minimize the error criterion in (1). The weights are updated after every input presentation during the training process. The correction of the matrices values is weighted by a learning rate value \( \eta \) which is updated after a presentation of the whole training set (epoch) with the following rule:

- set \( \eta_{i+1} = \frac{\eta_i}{2} \) if the error measure \( E \) on a independent cross-validation data set is decreasing from epoch \( i \) to epoch \( i+1 \).

The case of an increasing error measure on a independent cross-validation data set from one epoch to another is a sign of overfitting on the training data set. In order to avoid overfitting, the update of the weight matrices is discarded before setting the new learning rate value and pursuing with the next epoch. Training is stopped when \( \eta \) falls below a pre-determined value.

2.3.2. Decision Making

The output of the MLP provides estimations of the client and world a posteriori probabilities at the frame level. The client and world scores for a sequence of \( N \) vectors belonging to a phoneme \( k \) can be obtained as follows, assuming independence of the observation vectors.

\[
S_{1k} = \sum_n \log(p(C_1|x_n)) \tag{2}
\]

\[
S_{2k} = \sum_n \log(p(C_2|x_n)) \tag{3}
\]

In this paper, the recombination of scores \( S_{1k} \) and \( S_{2k} \) in order to take a decision at the word level is not investigated. Instead, speaker verification EER are computed directly on the \( S_k \) measures in order to study the discriminative power of the different phonemes.

A thresholding procedure is applied in order to find the EER, point of intersection between the false alarm and false rejection curves. It could be argued that if MLPs are actually estimating the posterior probabilities of the classes, it would not be necessary to use a thresholding procedure. The same discussion can take place also for non-discriminant likelihood approaches in which in theory, a majority vote on the class likelihood should be enough to determine the EER. The problem lies, for likelihood estimators and for a posteriori probability estimators, in the fact that they are biased estimators due to the lack of training data.

3. DATABASE DESCRIPTION

A Swiss German telephone speech database called the HER database has been used for the experiments. HER has been recorded in the framework of the Himarnnet P6488 Esprit Project dedicated to speech recognition using HMMs and Artificial Neural Network (ANNs). This Swiss German spoken telephone speech database contains 108 phonetically balanced isolated words uttered by 536 speakers. The 108 words were recorded in one session by each talker and are identical from speaker to speaker.

25 male speakers were selected as the clients of the system. 25 other male speakers were selected to constitute the background model and 25 male speakers were used as impostor speakers. Cross-sex tests, and female against female tests, as described in the Eagles recommendations [2] are under investigation.

In order to minimize the influence of lack of training data when building the models, a reduced set of 14 phonemes having more than 22 occurrences in the database was selected. The training data set for each phoneme model is obtained from a concatenation of 8 client segments and 200 background segments. Independent cross-validation sets were defined in the same way, concatenating 5 segments of each phoneme for the client and 125
The influence of the acoustical window length at the input of the MLP has been investigated adding symmetrically left and right frames to the central frame. Experiments with 1, 3, and 5 successive frames at the input of the MLP are reported on table 4.2 and noted as, respectively C00, C11 and C22. Cxy meaning simply x left frames and y right frames of context taken into account. EER are averaged in phonetic classes for a sake a clarity. Significant improvements are brought when increasing the acoustic window size from C00 to C11. This result suggests that the frame-to-frame temporal informations convey important speaker specific informations. Increasing furthermore the size of the input to C22 improved somehow performances for nasal, fricative and vowels while plosives and liquids got worse performances. Results presented in table 1 show that each phoneme has its optimal MLP input size which gives the best EER.

The improvements obtained when temporal frame-to-frame information are quite important for the configuration investigated here. In the litterature, different text-independent predictive systems have been proposed with mitigated results to specifically include the temporal information: predictive MLP’s [10] [7] [1] giving encouraging results and Auto-Regressive (AR) vector models [8] giving contradictory results. Comparing with these studies, the large amelioration reported here is probably due to the fact that the problem of exploiting the temporal information is done at the phoneme level which is not the case in the above mentionned works that are text independent.

### 4.3. Influence of the number of MLP parameters

Performances with different number of parameters in the MLPs (number of hidden units) is shown on table 2. The MLP input is fixed to one acoustic frame with no context. A controlled experiment between a C00 and a C11 configuration in which the number of parameters is kept constant has been performed. The idea was to evaluate if the improvement when using a larger MLP input is due to the larger number of parameters or from informations in the frame context. A C11 net with 20 hidden nodes (760 weights) was compared to a C00 net with 54 nodes (756 weights). The C00 – 54 configuration performed worse than the C11 – 20 but unfortunately, it seems that there is a lack of training data or a problem of local minimum in order to train the C00 – 54 nets since the performance is even worse that the C00 – 20 configuration. Increasing the number of hidden nodes can result in a more powerful and complex classification function but which is more subject to overfitting and “getting stuck” in a local minima.

<table>
<thead>
<tr>
<th></th>
<th>Nasal</th>
<th>Fricative</th>
<th>Vowels</th>
<th>Plosives</th>
<th>Liquids</th>
</tr>
</thead>
<tbody>
<tr>
<td>C00-10</td>
<td>28.1</td>
<td>32.6</td>
<td>36.4</td>
<td>41.4</td>
<td>41.7</td>
</tr>
<tr>
<td>C00-20</td>
<td>27.5</td>
<td>33.4</td>
<td>33.8</td>
<td>39.8</td>
<td>41.0</td>
</tr>
<tr>
<td>C00-54</td>
<td>31.9</td>
<td>36.2</td>
<td>38.4</td>
<td>43.3</td>
<td>43.8</td>
</tr>
</tbody>
</table>

Table 2: EER averaged per phonemic group with different number of hidden nodes in the MLP.

### 5. CONCLUSION

The speaker verification part of a large vocabulary text-prompted system has been investigated. MLPs were used for speaker specific phoneme modeling, using the automatic segmentation provided with speaker independent HMMs. The discriminative power...
of the most frequently appearing phonemes was investigated. According to the experiments, nasals, fricatives and vowels are found to provide the best performances, followed by plosives and liquids. The influence of the acoustic frame window length at the input of the MLP is studied and significant improvements are reported from the inclusion of several acoustic frames. Results tend to show that each phoneme has its optimal MLP input size giving the best EER.

All the results presented in this paper are of course specific to the database, to the language and to the configuration that has been used throughout the experiments. Future work will be carried on in order to validate the forementioned conclusions on other databases.
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