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ABSTRACT

This paper presents a review of the Principal Component Inverse method of rapidly adaptive signal detection and contrasts the use of Principal Components with the more recent Cross Spectral Metric method for the Generalized Sidelobe Canceller. The CSM method is optimal with known statistics and has been shown to outperform the PCI method in many cases of unknown covariance. This paper describes a scenario which represents a class of covariances where the PCI method can be expected to outperform the CSM method. The choice of method is therefore more subtle than previously thought.

1. INTRODUCTION

Principal Component Inverse (PCI) [10, 15, 14, 6, 7] is a method for estimating and removing an undesired interference which, over a short period of time, can be well approximated by a set of a few locally constant basis vectors. The method is an improvement on Sample Matrix Inverse (SMI) [9] in the case of low rank interference and when implemented in the context of a Generalized Sidelobe Canceller has similarities to the recently introduced Cross Spectral Metric (CSM) [3, 4] approach; However, there are performance differences which warrant investigation.

1.1. Known Statistics

When the signal is known except for a random phase embedded in noise which has a multivariate Gaussian probability distribution with zero mean vector and covariance matrix $R$, then the optimum test statistic can be viewed as the magnitude of the output of a noise whitening matched filter [1] By decomposing the covariance as

$$Q = R - \sigma^2 I, \text{Claus et al. [2] showed that the optimum test statistic}$$

$$= \left[ S^H R^{-1} S + \frac{1}{\sigma^2} \right]^{1/2} X$$

where

$$S = \sum_{k=1}^{N} \frac{\lambda_k}{\lambda_k + \sigma^2} u_k u_k^H$$

and the $\lambda_k$’s and $u_k$’s are the eigenvalues and eigenvectors associated with the matrix $Q$.

By rewriting formula 1 we have an alternative formula for the test statistic [8]

$$|S^H R^{-1} X| \approx |S^H X - W^H_{GSLC}(B^H X)|$$

where $B$ is a $N \times (N - 1)$ matrix orthogonal to the vector $S$. Denoting $d$ as the signal based coordinate value and $Z$ as the vector of coordinate values in the orthogonal space, the optimum weight vector is $W_{GSLC} = R^{-1}_d r_d$ [8]. This structure is commonly referred to as a Generalized Sidelobe Canceller (GSLC) and is shown in Figure 1.

1.1.1. Estimation of Interference for a Given Rank

Suppose in the case of known covariance one wishes to design an optimal processor for which the weight vector is constrained to be in an $M$ dimensional subspace based on the eigenvectors of the covariance matrix $R_x$. It has been shown by Goldstein and Reed [3, 4] that the optimal solution is to form the GSLC weight vector

$$\hat{W}_{GSLC} = \hat{U}_{M} \hat{A}_{M}^{-1} \hat{U}_{M}^H r_d$$

Figure 1: Generalized Sidelobe Canceller Structure

where $\hat{U}_{M}$ and $\hat{A}_{M}$ are constructed from the $M$ eigenvectors and eigenvalues chosen from the $M$ largest values of the set

$$|u_j^H r_d|^2$$

which is called the Cross Spectral Metric (CSM).

1.2. Adaptive Detectors

Several different adaptive detectors can be formulated by estimating the parameters in the above versions of the optimal hypothesis test statistic. The noise covariance matrix $R$ is now assumed to be unknown and multiple statistically independent observations of the data vector are available.
1.2.1. Principal Component Inverse (PCI)

The name Principal Component Inverse (PCI) was chosen to emphasize the connection with the earlier Sample Matrix Inverse (SMI) method. PCI is a modification of SMI which can provide a more sufficient degree of adaptation with less observed data. This is achieved by using the commonly occurring a priori knowledge that during the observation interval, the noise vectors $V[k]$, over some adaptation interval of values of $k$, are composed of a strong component, $C(k)$ and a background component where the strong component is well represented by a set of basis vectors which do not change over the adaptation interval, $C(k) = \sum_{i=1}^{M} \alpha_i(k)Q_i$.

Starting with the form of the test statistic of formula 1, the Principal Component Inverse approach is to replace $P$ in formula 1 by $\hat{P} = \sum_{k=1}^{M} \hat{Q}_k \hat{Q}_k^H$ in which $\hat{Q}_k$ is the estimated $k^{th}$ eigenvector of the data matrix of vector samples $Y = [X_1 \; X_2 \; \cdots \; X_K]$. $M$ is the estimated rank of the strong interference and the interference is much stronger then the background white noise, thus $\lambda_k \gg \sigma^2$ for $1 \leq k \leq M$ and $\lambda_k \approx 0$ for $k > M$ and so $\frac{\lambda_k}{\lambda_k + \sigma^2} \approx 1$. The PCI test statistic is then given by

$$
\frac{1}{\sigma^2} |S^H(X - \hat{P}X)|^2
$$

If one defines the normalized SNR, $\rho$, as the ratio of the SNR with the adaptive weight vector to the SNR of the optimal known covariance weight vector, then for the SMI method, $\rho$ was shown to have a Beta distribution dependent upon $N$, where $N$ is the number of component of the data vector $X$ and $K$ which is the number of statistically independent vectors used in the estimate of $R$. Under the assumption that the interference is strong the PCI weight vector is approximately the SMI estimate for the problem in the reduced rank space [6] and thus the SNR has a Beta distribution $\frac{2}{\sigma^2} \sum_{k=0}^{K} \lambda_k^2$ without signal is approximately $\lambda_1^2 |X_{\rho}|^{2} |K_{\rho}|^{2}$ [11, 16].

The first principle for setting the threshold ensures that the processor will become a matched filter in the absence of interference. The second principle ensures that the threshold will be set high enough that the signal will not be modeled for the interference removal. This is necessary in many systems, as one can not always guarantee that training data is signal free or one may wish to train and detect on the same data interval.

In the present scenario the columns of the matrix are independent; however, in may cases such as time series signal estimation or space-time processing, the matrix formed may have a predefined structure such as Toeplitz or Hankel. Utilizing these structures in the PCI algorithm can improve the estimation performance. The reader is referred to [10, 15] for a treatment of these cases.

1.3. Adaptive CSM and Signal Based PCI

The methods of CSM and PCI offer two ways of providing an adaptive processor in the signal based coordinates of formula 2. Given a set of data $d = [d_1 \; d_2 \; \cdots \; d_K]$ and $Z = [Z_1 \; Z_2 \; \cdots \; Z_K] = U \Sigma V^H$ Both can be shown to form the weight vector by using

$$
\hat{R}_Z = \frac{1}{K} Z Z^H \quad \hat{r}_{ad} = \frac{1}{K} Z d^H
$$

and forming the weight vector as

$$
\hat{W}_{CSM} = U_M A_M^{-1} U_H M^{-1} d = \hat{r}_{ad}
$$

However, the Adaptive CSM uses the estimated cross spectral metric to choose the eigenvectors, whereas, Signal Based PCI uses only the estimated eigenvalues [6]. Also, CSM is formulated for a prescribed rank and general covariance, while PCI estimates the rank from data over the adaptation interval and assumes that the covariance is from a low rank process.

CSM is the optimal choice in case of known covariance [4] and the optimal choice with respect to mean squared error when the problem is treated as a least squares data problem (estimation and application of the weight vector is done on the same data) [3]. CSM has also been experimentally shown to provide better results for lower ranks using the Mountaintop data set [5]. These results may suggest that CSM outperforms PCI in all cases, however, the following scenario represents a large class of covariance structures for which Signal Based PCI can outperform CSM. In particular, let us confine our attention to the case where the interference is a strong low rank process and thus we can speak of a correct rank. Finite sample performance of these methods will depend upon the stability of the estimates being used for the rank selection criteria in addition to the true values of the values being estimated.
1.3.1. Subspace Swap

We now describe the concept called a subspace swap [13, 12] which is an important concept in understanding the performance of the PCI approach. In the case where we have the notion of a correct rank, divide the singular vectors of the covariance matrix into signal and orthogonal singular vectors

\[
\mathbf{U} = \begin{bmatrix} \mathbf{U}_s & \mathbf{U}_o \end{bmatrix} = \begin{bmatrix} \mathbf{U}_1 & \cdots & \mathbf{U}_r & \mathbf{U}_{r+1} & \cdots & \mathbf{U}_N \end{bmatrix}
\]

(8)

(9)

where \( U_k \) corresponds to the \( k^{th} \) largest true singular value. For a given realization of the data matrix, \( Z \), one expects the energy to be greater in the direction of the singular vectors of the signal subspace than any linear combination of the orthogonal subspace. That is,

\[
|U_i^H Z|_F > \sup_{a\neq 1} |U_{i,a}^H a U_i^H Z|_F \quad \text{for } i = 1\cdots r
\]

(10)

However, it can happen that a linear combination of the singular vectors in the orthogonal space resolves more energy than a singular vector in the signal space. This is called a subspace swap and is associated with a rapid degradation in the performance of SVD based algorithms.

To facilitate the finite sample comparison of PCI and CSM, we introduce the analogous concept of a CSM swap. Let the singular vectors in equation 9 be such that \( U_k \) corresponds to the \( k^{th} \) largest true cross spectral metric. A CSM swap will occur when the output of \( U_i^H Z \) for \( i = 1\cdots r \) makes a larger angle with \( d \) than for a linear combination of \( i = r+1\cdots N \). That is, due to the finite sample size, data from a channel that should have low or no correlation with \( d \), appears to have a higher correlation than data from a channel that should be highly correlated with \( d \).

In the case of strong low rank interference, the CSM and PCI methods with known statistics will choose the identical set of singular vectors. However, the use of different methods for adaptively choosing the singular vectors may have different probabilities of a swap. And so, although on most realizations of the training data, the chosen singular vectors and thus the performance will be identical, there will exist realizations where the two methods may differ considerably. Let us construct an example where the estimates of the CSM values will be less stable than the estimates of the eigenvalues and thus the chance of a CSM swap will be greater than a swap with the PCI method. One way to do this is to place some of the jammers in the nulls of the nominal beampattern thus giving them small true cross covariance values. One example of this type of scenario was that used by Goldstein and Reed [3] except we now consider the case of independent training and application data whereas, they considered the problem in terms of minimum mean square error where the training and application data were the same.

1.3.2. Independent Training and Test Data

The following case is constructed such that the probability of a PCI swap and rank selection error is negligible, which is to say that the jammer power is large compared to the background noise. Assume the data used to calculate the weight vector (training data) is signal free and independent of the data which will be used for signal detection. With this independence, the mean square error performance is inversely proportional to the SNR. A spatial only scenario using a 16 element linear array with five interferers at angles \([-61, -30, -10, 10, 22]\) degrees and power levels \([40, 44, 34, 38, 40]\) dB was simulated as shown in Figure 3. The desired signal was assumed to be broadband and 16 signal free samples were used for the adaptive weight calculation. Note that three of the jamming angles are near the nulls of the nominal beampattern. For each weight vector calculated, a theoretical normalized SNR was computed. This was done for 10000 trials. Figure 4 shows the results for the case when the choice of rank is 5 which corresponds to the true number of interferers. The majority of the time the two methods have identical normalized SNR and thus have chosen the same eigenvectors. However, occasionally the CSM makes a different choice which results in performance difference between the two methods.

There were a total of 109 (about 1%) realizations where CSM chose an eigenvector that was not closest to the theoretical best. These occurrences were fairly evenly distributed among the three eigenvectors related to the interference in the nulls of the nominal beampattern. As shown in the Figure, the vast majority of these occurrences are associated with poorer performance. There were no cases using the PCI method.

In the three samples where CSM outperformed PCI, the vectors chosen by PCI did span the interference subspace very well. With high probability this will yield good cross covariance estimates for these coordinates and thus good performance. However, with low probability there will be poor cross covariance estimates and simultaneously be a cross covariance estimate among eigenvectors that were not chosen that is good enough to compensate for the difference in the levels of interference between them. Thus
it would have been better on this realization to choose an eigenvector that was not closest to the true interference subspace. In order for CSM to choose this eigenvector the magnitude of the poorly estimated cross covariance must be estimated low rather than high. Thus, the condition for this event to occur is that the estimated cross covariance for an eigenvector with a high level of interference in the training data is estimated extremely low while a cross covariance of a low interference eigenvector is accurately estimated.

In Figure 5 we now look at the performance as a function of rank for the case of a fixed training size of 16 samples. As expected, the performance of the PCI method is poor until a rank 5 processor is used but notice that for ranks 3 and 4, the CSM method is also well below the rank 5 value due to swapping among the five largest CSM values. In the rank three case, there were 3813 times that CSM chose a singular vector that was not closest to the two best CSM singular vectors of the known covariance case. Also, from Figure 5, the CSM method falls off much more quickly for ranks above the true rank. The singular vectors corresponding to singular values after the first five are essentially associated with white noise and will be very unstable within the noise subspace. Therefore using them in the processor will not improve interference cancellation. PCI simply selects the vector corresponding to the next largest eigenvalue. This selection will have the least impact on the conditioning of the inverse of the estimated covariance matrix. The CSM values above number five will have a large degree of variability since the true values are zero, and so, CSM is almost as likely to choose any of the remaining eigenvectors. When CSM chooses an eigenvector associated with a small eigenvalue, a poorly conditioned matrix will result with large weight vector errors. Note that as the rank of the processor is increased the difference between PCI and CSM becomes less since the number and magnitude of singular values on which they can possibly differ becomes smaller.

In this scenario we examined independent training and test data in which case one can often assume that the training data is signal free. However, in the same data case one must consider the effect of signal presence on the interference suppression algorithm. The effects of signal presence on SNR using CSM and Signal Based PCI is a topic for future work.

2. CONCLUSIONS

PCI and CSM give two methods of rank selection for the case of the GSLC. CSM has been shown to provide better performance than PCI in several important cases. However, PCI can provide better performance in the case of strong low rank interference due to a lower chance of a PCI swap. This performance difference is emphasized for small training data sets where the estimates used by the PCI and CSM methods are poor.
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