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ABSTRACT
This paper proposes a new systolic array architectures for computation of the 1-D discrete wavelet transform (DWT). The proposed systolic array consists of \( L \) processing element (PE) arrays, where \( L \) denotes the number of levels. The proposed PE array computes only the product terms that are required for further computation in higher levels, and the outputs of lowpass and highpass filters are computed in alternate clock cycles. Therefore, the proposed architectures can compute the one-level DWT using a single architecture. Note that the proposed architectures do not require extra processing units whereas the conventional architectures need ones. The required time and hardware cost for computation of the DWT using the proposed systolic arrays are comparable to that of the conventional architectures. The proposed architectures can also be applied to subband decomposition by simply changing the filter coefficients.

1. INTRODUCTION
Among many discrete orthogonal transforms, the discrete cosine transform (DCT), discrete sine transform (DST), and discrete Hartley transform (DHT) are very effective in transform coding applications to speech and image signals [1]-[2]. Computation of the discrete transforms is intensive, therefore, various VLSI architectures have been proposed [3]-[4].

Recently, special attention has been paid to the discrete wavelet transform (DWT) that can decompose a signal into a number of frequency bands [5]. Applications of the DWT are numerous such as speech analysis, computer vision, image coding, and so on. Computational complexity of the DWT is also high.

Several VLSI architectures have been proposed for computation of the 1-D DWT [6]-[9]. The first architecture was presented by Knowles that used many large multiplexers for storing intermediate results [6]. Pari and Nishitani proposed the folded architecture that has shorter latency [8], however it requires high hardware cost with complex routing and control networks. Also, this architecture is not easily scalable for the filter size. Vishwanath et al. proposed systolic arrays implemented by the recursive pyramid algorithm (RPA) that require the routing network [9].

This paper proposes new systolic array architectures for computation of the 1-D DWT. The rest of the paper is structured as follows. Section II describes the proposed systolic array architectures for analysis and synthesis of the 1-D DWT. In Section III, the performance of the proposed and conventional 1-D DWT architectures is analyzed, and conclusions are given in Section IV.

2. PROPOSED SYSTOLIC ARRAY
ARCHITECTURES
The proposed systolic array architectures for computation of the 1-D DWT are described. They are independent of the size of a sequence and the nature of wavelet.

For simplicity, 4-tap filters with three-level hierarchy is assumed in description of the proposed architecture. Fig. 1(a) shows a three-level analysis wavelet decomposition and Fig. 1(b) shows a three-level wavelet synthesis, where \( \downarrow 2 (\uparrow 2) \) denotes 2:1 decimation (interpolation) and \( G \) (H) represents a highpass (lowpass) wavelet filter. Note that \( a \) denotes an input sequence of the first-level with \( u' \) and \( v' \) being the lowpass and highpass output sequences of a decomposition, respectively, decimated by a factor of two. The lowpass component \( v', \) in turn, is the input of the second-level decomposition, with \( w' \) and \( x' \) denoting the decimated highpass and lowpass output sequences, respectively. Similarly, \( y' \) and \( z' \) are obtained. Three-level decomposition of the input sequence \( a \) results in decomposed sequences \( u', w', y', \) and \( z' \). The sampling rates of the input se-
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sequences $a$, $v'$ and $x'$ of the first, second, and third levels are given by $f$, $f/2$, and $f/4$, respectively, as shown in Fig. 1(a).

The transfer functions of the filters are represented as

$$G(z) = g_0 + g_1 z^{-1} + \cdots + g_{M-1} z^{-(M-1)}$$

$$H(z) = h_0 + h_1 z^{-1} + \cdots + h_{M-1} z^{-(M-1)}$$  \hspace{1cm} (1)

where $M$ represents the number of taps of the filters. $G(z)$ and $H(z)$ denote the highpass and lowpass system functions, i.e., $z$-transforms of the causal impulse response sequences $\{g_n\}$ and $\{h_n\}$, respectively. The computational procedure of the first level 1-D DWT is described as

$$v_0 = a_0 h_0$$

$$v_1 = a_1 h_0 + a_0 h_1$$

$$v_2 = a_2 h_0 + a_1 h_1 + a_0 h_2$$

$$v_3 = a_3 h_0 + a_2 h_1 + a_1 h_2 + a_0 h_3$$

$$v_4 = a_4 h_0 + a_3 h_1 + a_2 h_2 + a_1 h_3$$

\[ \vdots \]

where $\{a_n\}$ denotes an input sequence and $\{v_n\}$ represents the output sequence of the lowpass filter $H(z)$.

Note that $M = 4$ is assumed and computation of the output $v_{2n+1}$, $n \geq 0$, is not required since it is not used in the second and third levels because of 2:1 decimation. Therefore, only the product terms $a_{2n} h_{2m}$ and $a_{2n+1} h_{2m+1}$, $m, n \geq 0$, are computed. Similarly, we can obtain the sequence $\{u_n\}$, where only the product terms $a_{2n} g_{2m}$ and $a_{2n+1} g_{2m+1}$, $m, n \geq 0$, are computed. Thus, the output sequences $v_{2n}$ and $u_{2n}$, $n \geq 0$, are alternately obtained as

$$v'_0 = v_0 = a_0 h_0$$

$$u'_0 = u_0 = a_0 g_0$$

$$v'_1 = v_2 = a_2 h_0 + a_1 h_1 + a_0 h_2$$

$$u'_1 = u_2 = a_2 g_0 + a_1 g_1 + a_0 g_2$$

$$v'_2 = v_4 = a_4 h_0 + a_3 h_1 + a_2 h_2 + a_1 h_3$$

$$u'_2 = u_4 = a_4 g_0 + a_3 g_1 + a_2 g_2 + a_1 g_3$$

\[ \vdots \]

i.e., the first-level output sequences $v'_n = v_{2n}$ and $u'_n = u_{2n}$, are computed in alternate clock cycles. Same is the true for computation in the second and third levels. Therefore, the lowpass and highpass output sequences are computed by a single architecture, which is motivated by the inherent 2:1 decimation operation in Fig. 1(a).

Fig. 2 shows two proposed systolic array architectures for realization of the first level wavelet analysis.

Figure 2: Systolic array architectures for one-level analysis filter. (a) Type I. (b) Type II.
filter, in which 2:1 decimation is not explicitly shown. Type I architecture consists of multiplication, delay, and addition PE's whereas Type II architecture consists of only multiplication PE's. Note that the complexity of the multiplication PE in Type II architecture is higher than that of Type I architecture. The coefficients $h_n$ and $g_n$ of a lowpass filter $H(z)$ and highpass filter $G(z)$ are stored in a multiplication PE in both realizations. Computation of \{v_n\} and \{u_n\} is done in alternate clock cycles. In Type I architecture, the A PE sums two inputs, and the D PE denotes the delay, where constants $\alpha$, $\beta$, and $\gamma$ represent the numbers of delays, specified by

$$\alpha = 2^{l-1}$$
$$\beta = 2^l - 2$$
$$\gamma = \alpha + \beta$$

(2)

with $l$ denoting the $l$th level and $L$ representing the number of levels employed in a wavelet decomposition. In our example with $L = 3$, in the first, second, and third level, $\alpha$ is equal to 1, 2, and 4, $\beta$ is equal to 0, 2, and 6, and $\gamma$ is equal to 1, 4 and 10, respectively.

Fig. 3 shows the function definition of the PE's used in Type I and Type II architectures. We assume that the first clock cycle corresponds to that at $t_0$. The output $c$ of the multiplication PE $M_1$ shown in Fig. 3(a) is differently given in every other clock cycle, with $ah$ (ag) at even (odd) clock cycles. Fig. 3(b) shows the multiplication PE $M_{11}$ that transfers the input $a$ with a unit clock delay and computes the two outputs $c$ and $f$. Outputs $c$ and $f$ are differently given in every other clock cycles, with $ah + d + e$ (ag + d + e) and $ah$ (ag), respectively, at even (odd) clock cycles. Fig. 3(c) shows the register that transfers the input $a$ to output $b$ with a unit clock delay and Fig. 3(d) shows a two-input adder.

For realization of a three-level wavelet analysis filter, three PE arrays are cascaded as shown in Fig. 4. Each PE array can be implemented by the systolic array architecture shown in Fig. 2(a) or 2(b). The input sequence $\{a_n\}$ is fed into the first PE array, and the lowpass and highpass frequency outputs of the first level are computed by the first PE array. The decimated output $\{w\}$ of the highpass filter is fed out, and the output $\{v\}$ of the low frequency component is fed into the second PE array for the second-level decomposition. Note that at each level, the PE array implemented by Type I architecture has different $\alpha$, $\beta$, and $\gamma$ values (see eq. (2)) depending on the level index $l$. Note that the proposed analysis architecture can be realized for any $L$ and $M$.

Fig. 1(b) shows a three-level wavelet synthesis. The computational procedure of the first level wavelet synthesis filter is similar to the first level wavelet analysis filter, as shown in Fig. 5. For realization of a three-level wavelet synthesis filter, three PE arrays are cascaded similarly to the case of a three-level wavelet analysis filter shown in Fig. 4. Also the proposed synthesis architecture can be realized for any $L$ and $M$.

### 3. Performance Analysis

Table 1 shows the performance comparison, in terms of the number of PE's and computation time, of the conventional and proposed architectures for computation of the 1-D DWT. Constants $L$, $M$, and $T$ denote the number of levels, the number of filter taps, and the time required for one-level wavelet decomposition, respectively.

PE's used in the proposed and conventional archi-
4. CONCLUSIONS

This paper proposes efficient systolic array architectures for computation of the 1-D DWT. The proposed systolic array for computation of the 1-D DWT consists of only 1 PE arrays. The proposed PE array computes only the product terms that are required for further computation in higher levels. Therefore, the proposed architectures can compute the one-level DWT using a single architecture. The proposed architectures can be applied to subband decomposition by simply changing the filter coefficients. Further research will focus on development of real-time hardware implementation.
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