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ABSTRACT

In recent years a number of methods for blindly separating superimposed digitally modulated signals arriving at an antenna array have been proposed. These techniques are efficient at the up-link (mobile to base) in a mobile communication system. However, for solving the base-to-mobile beamforming problem it may be necessary to also estimate the directions-of-arrival (DOAs) of the various signal paths. We present an optimal decoupled DOA estimation procedure based on information from the blind separation algorithm. Its performance is evaluated in the presence of spatially correlated noise and array modeling errors. The proposed technique has computational advantages as compared to traditional DOA estimation, because the different signal waveforms are treated in a separated fashion. Yet, the decoupled approach is shown to be substantially less sensitive to modeling errors and interference.

1. INTRODUCTION

During the past decade, a number of signal structure based approaches for blind signal estimation have appeared in the literature. Besides fractionally spaced equalization, an important application of these algorithms is signal separation in base station antenna arrays. The idea is to use knowledge of the signal structure to derive signal waveform estimates without requiring expensive direction-of-arrival (DOA) estimation. The signal properties that have been exploited include constant modulus [1, 2], non-Gaussianity [3, 4], cyclic correlation properties [5] and finite alphabet structure [6, 7, 8].

However, these methods apply only on the up-link (mobile to base), since they require an estimate of the communication channel. In a TDD (Time-Division Duplex) system, the up-link channel can be expected to be at least close to the down-link channel, implying that the derived blind beamformer can be used also for down-link beamforming. Unfortunately, most surface-covering mobile communication system use FDD (Frequency-Division Duplex), which means that different carriers are used for up-link and down-link communication. The up-link beamformer may then be useless at the down-link, because the fading is likely to be completely different at the new carrier. The following three approaches have been proposed to solve the down-link beamforming problem: 1) Estimate the DOAs of all signal paths. Compute the steering vectors at the new carrier frequency (if necessary) and form a transmit beamformer that nulls all undesired signal paths (e.g. [9, 10]); 2) Incorporate mobile-to-base feedback of the signal quality [11]; 3) Assume that the up-link and down-link fading statistics are the same. Track the up-link fading statistics and use these to construct an “on-the-average optimal” down-link beamformer [12].

All of these have drawbacks: 1) requires a calibrated array, 2) requires modifications in existing communication systems and cost bandwidth, whereas 3) may perform poorly in severe multipath scenarios. The approach suggested here is to use DOA estimation as in 1), but exploiting preliminary signal estimates from the separation algorithm. This approach is demonstrated to alleviate the sensitivity to calibration errors and interference.

2. DOA ESTIMATION

Suppose an m-element antenna array receives the waveforms of d narrowband emitters. At baseband, the array output is modeled by the following familiar equation

\[ x(t) = \sum_{k=1}^{d} a_k s_k(t) + n(t), \quad t = 1, \ldots, N. \]  

Here, \( s_k(t) \) is the \( k \)-th waveform, \( n(t) \) is the noise vector, whereas \( a_k \) is the spatial signature of user \( k \).
noise is assumed to be circularly symmetric with unknown and arbitrary covariance matrix, and the signal waveforms are uncorrelated. Assuming frequency-flat fading, the spatial signatures are modeled by

\[ a_k = \sum_{l=1}^{d_k} \rho_{kl} a(\theta_{kl}) \]  

(2)

where \( \rho_{kl} \) is the reflection coefficient and \( \theta_{kl} \) is the DOA of the \( l \)th signal path emanating from user \( k \). The number of such paths is denoted \( d_k \). The function \( a(\theta) \) is termed the array manifold, and it represents the response of the array to a unit signal from the DOA \( \theta \). Clearly, any DOA estimator requires information of the functional form of \( a(\theta) \). In most practical cases, the manifold must be measured experimentally (calibration), which is a costly and time-consuming procedure. In addition, the resulting manifold is inevitably subject to errors.

Blind estimation procedures are often employed for circumventing the need for array calibration. However, the estimated signal waveforms can also be used for DOA estimation. The problem of interest herein is to estimate the DOAs \( \{\theta_{kl}\}_{k=1}^{d_k} \) associated with a particular user \( k \), given observations \( \{x(t)\}_{t=1}^{N} \) and signal waveform estimates \( \{s_k(t)\}_{k=1}^{d_k} \) [13]. One may postulate a model for user \( k \):

\[ x(t) = A(\theta_k) b_k s_k(t) + j(t) \]  

(3)

where

\[ A(\theta_k) = [a(\theta_{k1}), \ldots, a(\theta_{kd_k})] \]  

(4)

\[ b_k = [\rho_{k1}, \ldots, \rho_{kd_k}]^T \]  

(5)

and where \( j(t) \) represents the contribution of the “interfering” signals plus noise. Given an estimate \( s_k(t) \) provided by the blind algorithm\(^2\), we can model \( j(t) \) as a white Gaussian noise and derive the maximum likelihood (ML) estimate of \( \theta_k = [\theta_{k1}, \ldots, \theta_{kd_k}]^T \). Assuming \( j(t) \) to be circularly symmetric \( j(t) \in \mathbb{N}(0, Q) \), the model (3) is identical to the parameterized signals model considered in [14].

The following notation is introduced:

\[ \hat{\Pi}^{-1} = I - Q^{-1/2} A(\hat{\theta}) \hat{A}^{-1} A^* Q^{-1/2} \]  

(6)

\[ \hat{Q} = \hat{R}_{xx} - \hat{r}_{xx} \hat{r}_{xx}^{-1} \hat{r}_{xx}^* \]  

(7)

\[ \hat{t}_{xx} = \frac{1}{N} \sum_{t=1}^{N} x(t) s_k^*(t) \]  

(8)

where the argument of \( \hat{A} = A(\hat{\theta_k}) \) has been suppressed for notational simplicity. Further, \( (\cdot)^* \) is Hermitian

\(^1\)In [13], only the case where \( d_k = 1 \) is treated.

\(^2\)With some abuse of notation, we use the symbol \( s_k(t) \) both for the true signal and its estimate.

\[ \hat{\theta}_k = \arg \min_{\theta_k} f(\theta_k) \]  

(9)

\[ f(\theta_k) = \| \hat{\Pi}^{-1/2} \hat{Q}^{-1/2} \hat{r}_{xx} \|^2 . \]  

(10)

Once \( \hat{\theta}_k \) has been computed, the complex signal amplitudes derive from the expression

\[ \hat{b}_k = (\hat{A}^* \hat{Q}^{-1} A)^{-1} \hat{A}^* \hat{Q}^{-1} \hat{r}_{xx} \hat{r}_{xx}^{-1} . \]  

(11)

Note that the decoupled ML method requires a \( d_k \)-dimensional search for each signal waveform, as opposed to a full \( \sum d_k \)-dimensional optimization that is necessary when the blind signal estimates are not exploited. It may also be noted that the above exact ML approach differs from that of [13] in that the data are weighted by \( Q^{-1/2} \) rather than \( \hat{R}^{-1/2} \). It may be argued that the weightings are asymptotically equivalent for large \( N \).

### 3. PERFORMANCE ANALYSIS

Note that the estimated signal waveform \( s_k(t) \) is treated as being exact, which means that the above method can also be viewed as an extension of the decoupled ML algorithm of [15]. Indeed, the optimality of the decoupled approach in the absence of modeling errors follows from [15]. However, in practice the signals are estimated using a blind signal separation algorithm. Thus, the effects of such modeling errors is of interest. Using a first order analysis, it is straightforward to show that the ratio of the DOA MSE error due to \( \hat{s}_k(t) \) and that due to \( \bar{y}(t) \) is asymptotically (for large \( N \)) proportional to \( \text{E}[\| \hat{s}_k(t) \|^2 / \| \bar{r}_{xx} \|^2] \), which in turn is essentially the symbol-error-rate (SER) of signal \( k \). In a practical system, the operating region is better than \( \text{SER} = 1\% \), which indeed suggests that the estimated signal waveforms can be regarded as exact.

The asymptotic (for large \( N \)) variance of the DOA estimation errors due to noise plus interference follows immediately from [14]. To include the effect of modeling errors, we assume the data were actually generated according to

\[ x(t) = \left( A(\theta_k) + \hat{A}(\theta_k) \right) b_k s_k(t) + j(t) \]  

(12)

where \( \hat{A}(\theta_k) \) denotes a zero-mean unstructured error term. The following model is adopted from [16]

\[ \text{E} \left[ \hat{a}(\theta_{km}) \right] = \nu_{pm} \Psi \]  

(13)

\[ \text{E} \left[ \hat{a}(\theta_{km}) \hat{a}^T(\theta_{km}) \right] = 0 . \]  

(14)
The direction-dependent covariance terms are collected into the matrix
\[
\Sigma = \{\nu_{im}\}_{i,m=1}^d
\]  
(15)
The following result gives an approximate expression for the covariance matrix of the estimation error. The proof follows essentially [17] and [14]. The details will be presented elsewhere.

**Theorem 1** Assume that the SER is low, so that the effects of signal estimation errors can be neglected. Further, assume that \(j(t)\) is circularly symmetric (not necessarily Gaussian) with covariance matrix \(Q\). Then, up to first order in \(1/N\) and \(\{\nu\}\), the mean square error (MSE) matrix of the DOA estimate (9)–(10) is given by
\[
E\left[(\hat{\theta}_k - \theta_k)(\hat{\theta}_k - \theta_k)^T\right] \approx H^{-1}(H \gamma + \hat{H})H^{-1},
\]
where
\[
H = 2r_{ss}^2 \text{Re}(BD^*\tilde{H}DB^*),
\]
\[
\hat{H} = 2r_{ss}^2 b_k^*T b_k \text{Re}(BD^*\tilde{H}\Psi DB^*)
\]
\[
B = \text{diag}\{\rho_{k1}, \ldots, \rho_{kd}\}
\]
\[
\tilde{H} = Q^{-1} - Q^{-1}A(A^*Q^{-1}A)^{-1}A^*Q^{-1}
\]
\[
D = \left[\frac{\partial a(\theta_{k1})}{\partial \theta_{k1}}, \ldots, \frac{\partial a(\theta_{kd})}{\partial \theta_{kd}}\right].
\]

It should be emphasized that the above result does not rely on any assumption regarding the PDFs of \(j(t)\) and \(\tilde{A}\). Further, the assumption that \(j(t)\) is circularly symmetric is made for simplicity only. In the case of binary phase shift keying (BPSK) signals this assumption is violated. The algorithm should then be applied to a real data vector, formed by stacking the real and imaginary parts of \(x(t)\). The array response vectors \(a(\theta)\) must be similarly modified. The formula for the MSE matrix given above still holds, but the 2Re(\cdot) in the definitions of \(H\) and \(\hat{H}\) should be dropped.

As a final remark we note that the above result is given for a fixed “scattering vector” \(b_k\). In a fading scenario, \(b_k\) is usually modeled as random. The different matrices involved in the DOA MSE expression should then be averaged also over the fading parameters.

**4. EXAMPLE**

As a measure of the sensitivity of the MSE expression to the assumption of perfectly estimated signals, we choose to consider an extremely difficult scenario involving two mobiles, each subject to a coherent reflection. The first signal is the SOI (signal of interest), and it arrives at the \(m = 8\) element standard ULA (uniform linear array) from the DOAs \(\theta_1 = [80^\circ, 88^\circ]^T\) relative the endfire of the array. The amplitudes are

\(b_1 = [1, 0.5]^T\), corresponding to signal-to-noise ratios of 0 dB and -3 dB respectively. The corresponding parameters for the interfering signal are \(\theta_2 = [100^\circ, 92^\circ]^T\) and \(b_2 = [1, 0.5]^T\). Hence, the separation between the direct and reflected path of the SOI is approximately one Rayleigh beamwidth, whereas the two reflected paths are within 0.5 beamwidths. The signal constellation is quadrature phase shift keying (QPSK) with \(r_{ss} = 1\), and the background noise is temporally white \(N(0, I)\).

The task is to estimate the DOAs \(\theta_1\) based on a batch of \(N = 200\) symbols. The array response is subject to a Gaussian perturbation with \(\Psi = I\) and \(T = \nu \Gamma\), where \(\nu\) is varied from 0 to 0.01 (i.e., up to 10% errors on the individual components of \(a(\theta)\)).

The SOI is first estimated using the DWILSP (decoupled weighted iterative least squares with projection) algorithm [8], and using a 10 symbol periods long training sequence. In this severe scenario, an SER of approximately 0.5% is obtained. The proposed algorithm is then applied, and the RMS DOA error is calculated from 1024 independent trials. In \(\leq 0.2\%\) of the trials, the DWILSP algorithm failed to capture the SOI, and these outliers were removed when computing the RMS error. As a reference, the weighted subspace fitting (WSF) algorithm [18] was applied, assuming \(\sum d_k = 4\) signals. The WSF algorithm yielded DOA errors larger than 10° in 13% – 24% of the trials (depending on \(\nu\)), and these were also removed when computing the RMS error. The results for \(\theta_{11}\) are displayed in Figure 1, whereas Figure 2 shows the results for \(\theta_{12}\). The results for the proposed algorithm are labeled Dec (Decoupled DOA estimator) in the plots.

Despite the relatively large SER, the agreement be-
between the theoretical and empirical RMS errors is satisfactory. A standard DOA algorithm which does not make use of estimated signals is clearly not useful in this difficult scenario.

5. CONCLUSIONS

A decoupled algorithm for DOA estimation based on preliminary signal waveform estimates has been proposed. The MSE matrix of the DOA estimates was derived, assuming small errors due to finite sample effects and array response errors. The effects of erroneous signal estimates were shown to be negligible. A computer simulation of a difficult scenario with closely spaced DOAs and multipath indicated that the theoretical MSE expression accurately predicts the empirical performance with symbol error rates as large as 0.5% and array perturbations up to 10%.
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