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ABSTRACT

In this paper a perceptual video distortion measure system based on the human vision model is presented. This system is an extension of the still perceptual distortion measure system. One advantage of the distortion measure is that the distortion can be weighted for frames in the vicinity of scene cuts. Our video distortion measure also requires less computation compared to other approaches. The perceptual distortion measure has wide applicability in video processing and applications, such as in the selection of the quantization matrices, the selection of the quant parameter, and as a criterion for mode decision in MPEG encoders. Simulation results are presented.

1. INTRODUCTION

Video distortion measures play an important role in many fields of video processing, especially in video coding. The most widely used distortion measure is mean squared error which is known not to correlate well with human visual perception. Since a human observer is the end user of most video information, a video distortion measure that is based on human visual perception is more appropriate.

The subjective test experiment and a quality measure based on frame-based features are presented in [1]. The optimization on the video quality based on block-based features are presented in [2, 3]. The relationship between one macroblock’s quality and overall quality is addressed in [2]. The joint rate, quality, and motion estimation/motion compensation problem in the MPEG scenario is discussed in [3]. The human vision enters the process because selection of the features is based on factor analysis of visual subjective experiments with video sequences.

In this paper a measure for perceptual distortion in video, as opposed perceptual quality [1, 2, 3] is presented. One advantage of a distortion measure is that the distortion can be weighted for frames in the vicinity of scene cuts. There is a grace period of 50 to 100 ms (2 to 3 frames for 30 Hz video) following a scene cut, during which the eye’s sensitivity is reduced [4, 5]. Like the quality measure, the perceptual distortion measure has wide applicability in video processing and applications, such as in the selection of the quantization matrices, the selection of the quant parameter, and as a criterion for mode decision in MPEG encoders.

2. STILL PERCEPTUAL DISTORTION MEASURE SYSTEM

Figure 1 shows the processing steps performed on each original and distorted image. Each color channel in the two images is first passed through a square root nonlinearity that emulates the effect of the eye optics and neural sensitivity [6, 7]. The resulting images are then filtered by a bandpass contrast sensitivity function (CSF) [6, 7, 8, 9] that simulates the interactions of the receptors in the retina, followed by a cortex transform [10] that simulates the effects of the middle level vision. The $L_p$ norm [4] of the difference between the normalized original and distorted cortex transform images is used as the distortion measure. The percentage of pixels in the absolute frame difference that exceeds a prespecified threshold can be used to detect a scene cut as shown in Figure 2.

3. VIDEO DISTORTION MEASURE SYSTEM

The video perceptual distortion measure for a single frame should include information from the frames both before and after the current frame, so that the effects of forward and backward error integration can be incorporated [4]. This is because the human vision system is noncausal. For example, if two sequences containing only three frames have the same first two frames but a different third frame, a viewer will grade the first two frames differently. Although there are more sophisticated methods for computing a video distortion measure, the following can be straightforwardly incorporated into an MPEG encoder.

$$
dist(t) = w_1 \times [IDM(t-1) - IDM(t)] + w_2 \times IDM(t) + w_3 \times [IDM(t) - IDM(t+1)]
$$

where $t$ is the current frame index, $IDM$ is the still image distortion measure illustrated in Figure 1, and $w_1$, $w_2$, and $w_3$ are weights. The Y, U, V components are inputs to the video perceptual system. The video perceptual distortion system is shown in Figure 3.

4. RESULTS AND DISCUSSIONS

Computer simulations were performed on a Sun Sparc 20 with a fast moving CAR sequence encoded at a very low bit rate and a frame rate of 30 frames/sec with size of 512 x 512 pixels. The original and MPEG encoded images are shown in Figures 4 and 5. Notice that the video distortion
measure is different both in the implementation and interpretation from still image distortion measure. The reason is that distortion on the preceding and succeeding frames have effects on the current frame. The weighted absolute difference of the still distortions are projected into the video distortion measure. The simulation results on video distortion measure and mean squared error images are shown in Figures 6 and 7, respectively. Notice that the encoded frames are too small to see the distortions that are very visible and objectionable when displayed at their regular size. The second (i.e. 7) frame's distortions in the car's front window and tire are not as serous as in the previous and succeeding frames as seen in the reconstructed frames, but would appear to be perceptually distorted when viewed in the video sequence. Due to the effect of temporal error integration, the proposed video distortion measure shows a roughly constant perceptual distortion in the above areas. The video perceptual distortion measure captures blocking artifacts and blurring artifact of movement in a way that mean square error does not. The proposed video distortion measure system requires less computation compared to other approach [11].
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Figure 4: (a), (b), (c) are original frames 6, 7, 8 of CAR.
color sequence, 30 frames/sec, size 512 × 512.

Figure 5: (a), (b), (c) are frames 6, 7, 8 of CAR color se-
quence MPEG-2 TM5 encoded at very low bit rate, 30
frames/sec, size 512 × 512.
Figure 6: (a), (b), (c) are video perceptual distortion measure frames 6,7,8 of CAR sequence. All frames are in achromatic channel.

Figure 7: (a), (b), (c) are mean squared error frames 6,7,8 of CAR sequence. All frames are in achromatic channel.