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ABSTRACT

Given two frames of a dynamic scene with several rigid body objects undergoing different motions in the three-dimensional space, we robustly estimate the motion and structure of each object. The least median of squares (LMedS) estimator is integrated into a robust 3D motion parameter estimation and scene structure recovery framework to deal with the multi-motion problem. Experimental results underline the capability of the approach to deal successfully with multi-component motion. We apply the approach presented in this paper to the problem of automatic insertion of artificial objects in real image sequences.

1. INTRODUCTION

The estimation of motion parameters for objects in an image sequence and simultaneous recovery of the scene structure is a very important problem in various computer vision and image communication applications. The primary focus in the literature has been on motion of a single object in the scene. However, in most practical situations the motion field is not homogeneous as there may be several objects undergoing different motions. Most of the existing motion analysis methods would fail to perform under these circumstances. Recently, there had been some attempts to identify and estimate the various motion components present in the scene \([1, 2, 3, 4]\).

In this paper we address the following problem: Given two frames of a dynamic scene with several rigid objects (and/or the camera) undergoing different motions in three-dimensional space, how can we robustly estimate the motion and structure of each object? The problem simultaneously imposes the task of inherent segmentation of the scene into regions that contribute to different motion fields.

A recently published \([5]\) robust approach for motion recovery is extended for multiple objects in this paper. The concept of epipolar line constraint \([5]\) is used to recover the motion parameters and to simultaneously compute the motion disparity used to reconstruct the depth map. The least median of squares (LMedS) estimator \([6]\) is used to differentiate or classify the motion field into various constituent groups.

This paper is organized as follows. First, we briefly discuss how we use the epipolar constraint to analyze a scene with a single moving object. Then we extend the approach to deal with the multi-component motion in the field of view of the camera using the proposed technique. In the first section of our experimental results we demonstrate the ability of the algorithm to separately estimate multi-component motion. Finally we use the algorithm for automatic insertion of artificial 3D objects into a real image sequence to demonstrate its application.

2. SINGLE COMPONENT MOTION ANALYSIS

Traditionally, structure-from-motion algorithms utilize a two-stage approach. First, feature points are extracted from the current image and their correspondence to features in the previous image is established. In a second step, rigid body motion parameters and depth values are computed from these feature point correspondences. There is no feedback from the computation of motion parameters and depth to the feature matching process, and, typically, the results are very sensitive to errors in feature correspondences \([7, 8, 9, 10]\).

A new structure-from-motion algorithm was presented in \([5]\) that does not separate feature matching and the 3-D motion recovery computation and thus overcomes the inherent limitations of the conventional two-stage approach. The algorithm is based on the observation that feature correspondences for a given 3-D motion are constrained to lie on a straight line (called the epipolar line) in the image \([7]\). The position along the epipolar line corresponds to different depth values.

For a given set of 3-D rigid body motion parameters, we can readily compute the parameters of the epipolar line for the nth feature point in the image from the well known equation \([7]\)

\[ [X'_i \ Y'_i \ 1] (E) [X_i \ Y_i \ 1]^T = 0, \] (1)

with \((X_i, Y_i), (X'_i, Y'_i)\) being corresponding image plane locations in two successive frames and \(E\) depending on the rotation and translation. For a given point \((X_i, Y_i)\), the corresponding point \((X'_i, Y'_i)\) must lie on the epipolar line \(L_i(E)\) given by \(aX'_i + bY'_i + c = 0\), where \([a \ b \ c]^T = [E][X_i \ Y_i \ 1]^T\). We first divide the second image into rectangular measurement windows of fixed size (typically \(7 \times 7\) or \(15 \times 15\) pixels) and mean squared displaced frame difference (DFD) surfaces are computed with respect to the first
image. The DFD surface at a point \((X_i, Y_i)\) is given by

\[
DFD(X_i, Y_i; dX, dY) = \sum_{r=-N/2}^{N/2-1} \sum_{s=-M/2}^{M/2-1} (I_1(X_i+dX+r, Y_i+dY+s) - I_2(X_i+r, Y_i+s))^2
\]

(2)

where \(I_1\) and \(I_2\) are the intensity images, \((dX, dY)\) the displacement, and \(N, M\) the size of the measurement windows in horizontal and vertical directions, respectively. Please note that the computation of the DFD surfaces is very similar to the computation for full-search block matching. The search for correspondence is now restricted along the epipolar line over the DFD surface. The point along this line where the DFD surface has the least value is taken as the match.

Since the search for correspondence on the epipolar line requires a knowledge of the 3-D motion parameters the algorithm searches the 5-dimensional motion parameter space. The search terminates when a local minimum of the accumulated mean squared DFD values is encountered. The cost function to be minimized for \(F\) feature points (centers of measurement windows) selected in the image is given by

\[
\text{min}_{S} \sum_{i=1}^{F} \left( \text{min}_{(X_i+dX, Y_i+dY) \in L_i(S)} DFD(X_i, Y_i; dX, dY) \right)
\]

(3)

A simple conjugate direction search method is used to arrive at the solution. Now, given the motion parameters, a dense map of depth (scaled by a factor) can be recovered for all points in the scene by searching for their displacement vectors \((dX, dY)\) along the corresponding epipolar line.

3. MULTI COMPONENT MOTION ANALYSIS

Let us now consider the case where there are two objects undergoing different rigid motions, say \(E_1\) and \(E_2\). Obviously, the least squares minimization of the cost function as given in equation (3) does not yield good results as the epipolar lines corresponding to these motions for a particular point could be very different. While estimating the dominant motion \(E_1\), the second motion field creates outliers that must be identified and rejected in order to obtain a good estimate of the dominant motion parameters. We propose the use of the LMedS estimator which can efficiently detect such outliers, enabling one to obtain a robust estimate of the motion parameters.

The LMedS estimator has been used in various computer vision applications, including motion analysis [11]. An extremely important property is that the LMedS estimator can tolerate up to 50% data contamination by outliers [6]. Here, one replaces the mean of the squared residuals by their median to achieve the robustness. Hence, we modify our cost function to estimate the motion parameters \(E_1\) by

\[
\text{min}_{E_1} \left( \text{med}_{E_1} \left( \text{min}_{(X_i+dX, Y_i+dY) \in L_i(E_1)} DFD(X_i, Y_i; dX, dY) \right) \right)
\]

(4)

There is an inherent assumption in using equation (4) to estimate the motion parameter \(E_1\). It is assumed that at least half of the feature points used in the estimation process belong to the object moving with motion \(E_1\). In other words, the cardinality of the segmented region belonging to the first object when normalized with respect to the total size of the image must be greater than 0.5. Having estimated the first component of the motion, a dense map of displacement vectors for all pixels is obtained. The residual error for each feature point given by the minimum of the DFD surface along the corresponding epipolar line is sorted by their magnitude. A search is now initiated in the bottom half of the residuals to locate the break point when there is a sudden large increase in magnitude. The points above the break point are outliers and should belong to the second object undergoing a different motion \(E_2\). Hence, we achieve an automatic segmentation of the scene based on motion parameters. The parameters \(E_2\) are now estimated using equation (3), but the computation is restricted to the segment that belongs to the second object.

The above procedure can be very easily generalized to deal with even a larger number of motion components in the field of view of the camera, provided that the cardinality of the region belonging to the next dominant motion is larger than the cardinality of the rest of the objects, by simply reiterating the procedure on the remaining region.

4. EXPERIMENTAL RESULTS

4.1. Separation and estimation of multiple motions

A synthetic scene is used to illustrate the ability of our approach to separate and estimate multiple motions. Fig. 1 shows a screen shot of the 3D scene consisting of two objects. Texture is mapped on a planar surface (object 1) with increasing depth from bottom to top in Fig. 1. Please note that in Fig. 1 object 1 is the background since it covers the entire field of view. The plane moves to the right (x direction). In front of object 1 a second object with different texture is moving independently in y direction. The scene is recorded before and after the motion and the two resulting images are used for motion estimation. The algorithm presented in this paper accurately estimates the dominant motion to be translational only in x direction (in this case the motion of object 1). The displacement vector for each pixel is obtained searching for the best match along the epipolar line for a rectangular measurement window around the pixel. Fig. 2 shows the recovered depth map applying the estimated dominant motion for all image pixels. It can be seen that the structure of object 1 is accurately recovered, but the image area covered by object 2

![Figure 1. Two frames of a synthetic scene with 2 independently moving objects.](image-url)
Figure 2. Recovered depth map using the dominant motion parameters for all image pixels.

leads to many outliers. Please note that dark values represent large depth values. We then sort the matches along the epipolar line found for each pixel by their magnitude as shown in Fig. 3. The separation of the two objects is achieved by searching for the point where we observe a sudden increase in matching error. Fig. 4 shows the depth map with separation of the objects. All pixels not belonging to object 1 are white. It can be seen that automatic segmentation is achieved. Please note that pixels that belong to uncovered background (object 1) are not classified as part of object 1. Pixels have to be visible in both frames in order to achieve correct segmentation. The algorithm now removes all pixels belonging to object 1 from the data set and the algorithm restarts from the beginning for the remaining pixels. In a second experiment we used the images reproduced in Fig. 5 as input to our algorithm. In comparison to Fig. 1, object 2 is replaced by a textured 3D head model. The plane moves translationally to the right (x-direction), whereas the motion parameters of the head are rotation of 1° around the y-axis \(R_x = 0°, R_y = 1°, R_z = 0°\) and translation in y-direction. Fig. 6 shows the recovered depth map after object separation with the algorithm proposed in this paper. As in the previous experiment, the plane (object 1) represents the dominant motion. The motion parameters recovered for object 1 show translation in x-direction. After compensation of the dominant motion, the estimated rotation for object 2 is \(R_x = –0.02°, R_y = 0.993°, R_z = 0.01°\). The translation is correctly estimated to be in y-direction only.

Figure 3. Sorted residual error (MSE) along the epipolar line for all image pixels using the dominant motion parameter set recovered with the LMedS estimator.

Figure 4. Recovered depth map after object separation with the LMedS estimator.

4.2. Animation of an artificial 3D object in a real image sequence

In the following we describe how the algorithm presented in this paper has been applied to the automatic insertion of an artificial 3D model into a real image sequence. The virtual camera recording the artificial object is animated using the motion parameters estimated from the real sequence. Fig. 7 shows the first frame of the Flowergarden sequence and the rendered artificial 3D object, a windmill, to be inserted. The artificial object is superimposed manually at the position in 3D space such that the projection

Figure 5. Second example of a Synthetic scene with two independently moving objects.

Figure 6. Recovered depth map after object separation with the LMedS estimator.

Figure 7. Left: frame 1 of Flowergarden sequence. Right: an artificial 3D object rendered at initial position.
in the image plane corresponds to the desired starting position. Fig. 4.2. shows the estimated motion parameters (translation) for the first 100 frames of the real image sequence. From monocular image sequences the translation vector can be reconstructed only up to a common scale factor. We therefore have to appropriately scale the recovered translation vector from frame to frame. In order to initialize the length of the translation vector we average the recovered translation parameters for the first 20 frames of the sequence and manually determine the required length of the translation vector for correct position of the rendered object in the image plane. We then compute the scaling factor between successive depth maps comparing the average inverse depth value of the scene. At frame 50 we reinitialize the length of the translation vector in order to avoid drift of the artificial object. In Fig. 4.2. we show frames 1, 20, 40, 60, 80, and 100 of the artificially created image sequence. When viewed as a motion sequence, the synthetic object appears to be rigidly connected to the (natural) ground.

5. CONCLUSIONS

We have presented a robust method to recover multicomponent motion in a scene using the epipolar constraint in conjunction with an LMedS estimator. The tasks of motion segmentation and depth recovery are performed simultaneously in a computationally efficient way. Experimental results show that the approach presented in this paper is capable of estimating the motion of multiple objects. We applied the algorithm to the problem of automatic insertion of artificial 3D models into a real image sequence.

REFERENCES


