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ABSTRACT

Frequency warping approaches to speaker normalization have been proposed and evaluated on various speech recognition tasks [1, 2, 3]. These techniques have been found to significantly improve performance even for speaker independent recognition from short utterances over the telephone network. In maximum likelihood (ML) based model adaptation a linear transformation is estimated and applied to the model parameters in order to increase the likelihood of the input utterance. The purpose of this paper is to demonstrate that significant advantage can be gained by performing frequency warping and ML speaker adaptation in a unified framework. A procedure is described which compensates utterances by simultaneously scaling the frequency axis and reshaping the spectral energy contour. This procedure is shown to reduce the error rate in a telephone based connected digit recognition task by 30-40%.

1. INTRODUCTION

A major hurdle in building successful automatic speech recognition applications is non-uniformity in performance across a variety of conditions. Many successful compensation and normalization algorithms have been proposed in the literature dealing with different sources of variability. Typical examples in telecommunications applications of speech recognition include inter-speaker, channel, environmental, and transducer variability. In practice, a speech utterance may be simultaneously affected by many sources of variability, and there may be many acoustic correlates associated with a given source of variability. As a result, it is important that different procedures for compensating for acoustic distortions be tightly coupled with one another. This paper attempts to address how linear model transformation and speaker normalization by frequency warping can be implemented as a single procedure to compensate for these sources of variability.

Model adaptation techniques have been used for improving the match between a set of adaptation utterances and the hidden Markov model (HMM) used during recognition. The parameters of a linear transformation are estimated using a maximum likelihood criterion and the transformation is applied to the HMM parameters [4]. A common problem among these techniques is the existence of speakers in a population whose speech recognition performance does not improve after adaptation. This can be especially true for unsupervised, single utterance based adaptation scenarios. It is generally thought that only those distributions in the model that are likely to have generated the adaptation observations have a chance to be mapped to the target speaker. Therefore, if the "match" between the model and the adaptation utterance is not reasonably "good" to begin with and the number of adaptation utterances is limited, then the utterance cannot "pull" the model to better match the target speaker.

Speaker normalization by frequency warping has been used for estimating a frequency warping function that is applied to the input utterance so that the warped utterance is better matched to the given HMM model. As is the case for model adaptation, there exists a subset of utterances for which frequency warping does not improve performance. The ineffectiveness of speaker normalization for these utterances is thought to be due to the interaction of other sources of variability in the process of estimating the "best" warping function. If both the model adaptation and speaker normalization procedures are limited by the initial relationship between the HMM model and the input utterance, then perhaps a solution to this problem is to search for an optimum warping function and an optimum model transformation in the same procedure. This is the principle focus of this paper.

The paper is organized as follows. First, the frequency warping based speaker normalization procedure is described in Section 2. In Section 3, a combined procedure for frequency warping and model adaptation is described and applied to a single utterance based adaptation paradigm. A discussion of the application of frequency warping as applied to childrens’ speech recognition using HMM models trained from adult speakers is given in Section 4. Finally, discussion and summary is provided in Sections 5 and 6.

2. SPEAKER NORMALIZATION USING FREQUENCY WARPING

In [3], an efficient frequency warping algorithm for speaker normalization was proposed and applied to telephone based speech recognition. The frequency warping approach to speaker normalization compensates mainly for inter-speaker vocal tract length variability by linear warping of the frequency axis by a factor $\alpha$. By applying frequency warping during both training and recognition it was shown that word error rate can be reduced by approximately 20%. The frequency warping algorithm described in [3] is briefly presented next.

Frequency warping is implemented in the mel-frequency filterbank front-end by linear scaling of the spacing and bandwidth of the filters. Scaling the front-end filterbank is equivalent to resampling the spectral envelope using a compressed or expanded frequency range. The speaker normalization algorithm works as follows. For each utterance, the optimal warping factor $\alpha$ is selected from a discrete ensemble of possible values so that the likelihood of the warped utterance is maximized with respect to a given HMM and a given transcription. The values of the warping factors in the ensemble typically vary over a range corresponding to frequency compression or expansion of approximately ten percent. The size of the ensemble is typically ten to fifteen discrete values. Let $X^\ast = g(x) |X|$ denote the sequence of
cepstrum observation vectors where each observation vector is warped by the function \( g_x() \), and the warping is assumed to be linear. If \( \lambda \) denotes the parameters of the HMM model, then the optimal warping factor is defined as

\[
\hat{\alpha} = \arg\max_{\alpha} P(X^n | \alpha, \lambda, H)
\]

where \( H \) is a decoded string obtained from an initial recognition pass. Finally, the frequency warped observation vector \( X^n \) is used in a second recognition pass to obtain the final recognized string. Note that the procedure is computationally efficient since maximizing the likelihood in Eq. 1 involves only the probabilistic alignment of the warped observation vectors \( X^n \) to a single string \( H \).

3. SPEAKER NORMALIZATION AND SPEAKER ADAPTATION

3.1. Providing a Larger Ensemble of Alternatives

This section describes a simple method for implementing a parametric linear transformation on the HMM model and a parametric frequency warping of the input utterance under a single statistical framework. The method can be interpreted as a means for expanding the ensemble of alternatives that are being evaluated during adaptation thus obtaining a better match between the input utterance and the model.

In Section 2, frequency warping was described as a method of transforming an utterance according to a parametric transformation \( g_x() \) in order to maximize the likelihood criterion given in Eq. 1. There is a large class of maximum likelihood based model adaptation procedures that can be described as parametric transformations of the HMM model. For these procedures, we let \( \lambda_n = h_n(\lambda) \) denote the model obtained by a parametric linear transformation \( h_n(\lambda) \). The form of the transformation depends on a number of issues including both the nature of the sources of variability and the number of observations available for estimating the parameters of the transformation. However, the same maximum likelihood criterion is used for estimating \( \gamma \) as was used for estimating \( \alpha \):

\[
\hat{\gamma} = \arg\max_{\gamma} P(X | \gamma, \lambda, H).
\]

Our goal is to combine the frequency warping and model adaptation methods in a maximum likelihood framework. The optimal parameters of the model transformation \( \hat{\gamma} \) and the frequency warping \( \hat{\alpha} \) can be simultaneously estimated so that

\[
\{\hat{\alpha}, \hat{\gamma}\} = \arg\max_{\{\alpha, \gamma\}} P(X^n | \alpha, \gamma, \lambda, H).
\]

The potential of this class of procedures was investigated in the context of speaker adaptation from single utterances. In this case, \( h_n(\lambda) \) is a set of transformations applied to the means of the model distributions or the observation sequence. Two procedures are considered for implementing the combined optimization implied by Eq. 3 and are discussed next.

The first of these implementations is illustrated by the block diagram in Fig. 1. An ensemble of HMM models is generated \( X^\alpha \), where each model is trained from observation vectors warped according to \( g_x() \). The optimum model transformation is obtained by searching over an ensemble of “warp class” models, \( X^\alpha, k = 1, \ldots, K \), and also over a set of N-best string candidates \( H_n, n = 1, \ldots, N \). In a separate study, Matsui and Fumi estimated the transformation \( h_n(\lambda) \), by searching over the set of N-best candidates alone [5]. For each model and each string candidate, we solve for the \( \gamma_n, H \) which maximizes \( P(X | \lambda^\gamma, H_n, \gamma) \). Of course, this procedure results in an increase in computational complexity by a factor of \( KN \), the size of the combined ensemble of warp class models and N-best candidates respectively.

A second more computationally efficient implementation of the combined optimization procedure can be used for simple definitions of the model transformation, \( h_n(\lambda) \). If the model transformation corresponds to a single fixed transformation applied to all HMM means, it can be applied to the observation sequence instead of the HMM.1 Similarly, instead of building “warp class” models, frequency warping can be applied directly on the observation sequence during testing. This simplifies significantly both the computational load and the memory requirements of the speaker normalization and adaptation procedure. As before, we attempt to simultaneously optimize the transformation with respect to \( \alpha \) and \( \gamma \) by maximizing the likelihood \( P(h_n(X^n) | \alpha, \gamma, H, \lambda) \).

The procedure is described in Fig. 2. For each warping index \( \alpha \) and each string candidate \( H_n \), we solve for the \( \gamma_n, H_n \) which maximizes \( P(h_n(X^n) | \alpha, \gamma, H_n, \lambda) \). Next, the warping index \( \hat{\alpha} \) is selected so that \( P(h_{\alpha}(X^n) | \alpha, \hat{\gamma}, H_n, \lambda) \) is maximized. Finally, the transformed observation vector \( h_{\alpha}(X^n) \) is used in a second recognition pass to obtain the

1The inverse transformation has to be applied to the observations. For simplicity we use the same notation for transformations applied to either the observations or to the HMMs.
Table 1: Results of speaker adaptation experiments.

<table>
<thead>
<tr>
<th>Adaptation Method</th>
<th>Digit Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>3.4%</td>
</tr>
<tr>
<td>Baseline + Warp Trained</td>
<td>2.9%</td>
</tr>
<tr>
<td>Warp</td>
<td>2.5%</td>
</tr>
<tr>
<td>Warp + Bias</td>
<td>2.2%</td>
</tr>
<tr>
<td>N-best - Warp + Bias</td>
<td>2.1%</td>
</tr>
</tbody>
</table>

Table 2: Word error rate for the connected digit recognition task using frequency warping normalization for mismatched training and testing conditions.

<table>
<thead>
<tr>
<th>Recognition Task</th>
<th>Baseline</th>
<th>Warping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training: Male Adult Spks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing: Female Adult Spks</td>
<td>21.4%</td>
<td>5.9%</td>
</tr>
<tr>
<td>Training: Male Adult Spks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing: Children Spks</td>
<td>52.2%</td>
<td>19.5%</td>
</tr>
</tbody>
</table>
transformation (linear warping) the speaker normalization algorithm can provide word error rate reduction up to 70% for mismatched training and testing speaker populations. In Fig. 3, the average optimal warping factors $\hat{\alpha}$ are shown per speaker’s age and gender. Note that $\alpha = 1$ corresponds to no warping (data matched with the adult male model), while $\alpha = 0.8$ corresponds to 20% compression of the frequency scale. The elevated slope of the average warping factor curve for young male speakers corresponds to the rapid vocal tract growth during puberty. One can further infer from this plot that the average formant frequency values for adult male speakers is approximately 15% smaller than those of adult female speakers.

5. ISSUES IN FREQUENCY WARPING

In this section, we attempt to better understand the potential performance gains that can be achieved by frequency warping normalization. It was noted in Section 3.1 that one can create a larger ensemble of observations by generating multiple “warping” of a sequence of observations. Further, by separately decoding each of the warped observation sequences one can create a larger ensemble of candidate decodings to choose from. In the following, we investigate the richness of alternate string hypotheses generated from the warping algorithm and evaluate the performance of the maximum likelihood criterion for selecting the decoded string corresponding to the correct transcription.

In order to characterize the richness of the ensemble of alternate string hypothesis generated by the warping algorithm, we measure how often the correct string is included in the set of candidate strings decoded from the warped observation sequences. This is similar to observing how often the correct string is included in the top-N sentence hypothesis list for an N-best decoder. In Table 3 we display the percent utterances where the correct string is contained in the list of N-top candidates when using the frequency warping speaker normalization algorithm (second column) or an N-best decoder (third column). Note that in the case of warping, N corresponds to the number of alternate warping indexes considered, not the total number of (unique) decoded strings. The databases and HMMs used for this experiment are identical to those used in Section 3.2.

It is interesting to note from Table 3 that by evaluating over an ensemble of at least four possible warping values, the string recognition rate could improve from 91% to 96%. The fact that a smaller improvement is achieved when using the procedure described in Section 2 is an indication that the criterion used for selecting the warping factor is not performing as well as we would like it to.

<table>
<thead>
<tr>
<th>Ensemble Size N</th>
<th>Warping</th>
<th>N-best</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>91.0 %</td>
<td>91.0 %</td>
</tr>
<tr>
<td>2</td>
<td>94.2 %</td>
<td>95.8 %</td>
</tr>
<tr>
<td>3</td>
<td>95.6 %</td>
<td>97.0 %</td>
</tr>
<tr>
<td>4</td>
<td>96.0 %</td>
<td>97.8 %</td>
</tr>
</tbody>
</table>

Table 3: Percent of correct strings in N-top candidates.

The string recognition performance in the second column of Table 3 can be directly compared with the corresponding performance obtained using the frequency warping procedure in Section 3.2. The string recognition rate obtained using frequency warping was 93.3%. This corresponds to the digit error rate of 2.5% given in the third row of Table 1. This is significantly worse performance than the potential 96% string recognition rate (in Table 3) if the warping factor selection criterion were perfect. Furthermore, we observed that by using the correct transcription $H_c$ in Eq. 1 to estimate the optimum warping factor the string correct rate increased from 93.3% to 94.3%. This is still far from the potential 96% string correct. Thus, errors in selecting the warping index are only partially due to poor alignment between HMM states and the observation sequence. Further investigation is necessary to improve the selection criterion.

6. SUMMARY

In this paper, we have presented evidence that the improvement in recognition performances achieved by frequency warping and spectral shaping adaptation are independent. By combining frequency warping and spectral shaping during training and testing 40% reduction in word error rate was achieved for our task. Further, the power of frequency warping was demonstrated for both matched and, especially, for mismatched training and testing speaker populations.
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