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ABSTRACT
This paper investigates procedures for obtaining user-configurable speech recognition vocabularies. These procedures use example utterances of vocabulary words to perform unsupervised automatic acoustic baseform determination in terms of a set of speaker independent subword acoustic units. Several procedures, differing both in the definition of subword acoustic model context and in the phonotactic constraints used in decoding have been investigated. The tendency of input utterances to contain out-of-vocabulary or non-speech information is accounted for using likelihood ratio based utterance verification procedures. Comparisons of different definitions of the likelihood ratio used for utterance verification and of different criteria for estimating parameters used in the likelihood ratio test have been performed. The performance of these techniques has been evaluated on utterances taken from a trial of a voice label recognition service.

1 INTRODUCTION
There has been considerable interest in telecommunications based speech recognition services that provide user configurable vocabularies. Name dialing systems are a good example. These systems provide personalized voice controlled repertory dialers that can be easily configured by individual users. This paper describes a set of techniques that were investigated for voice label recognition over the public switched telephone network and an experimental study evaluating the performance of these techniques over a large population of users.

In previous implementations of name dialing systems, relatively simple unsupervised automatic acoustic baseform determination procedures were used for obtaining speaker dependent word pronunciations. These automatically derived phonetic baseforms are often quite different from baseforms that might be obtained from a pronunciation dictionary. However, speaker dependent recognition performance has been found to be very similar regardless of whether the baseforms are automatically derived or obtained from a prespecified lexicon [3, 8]. While one should not extrapolate these results beyond limited vocabulary speaker dependent voice label recognition tasks, these results are very encouraging when considering any task involving automatic acquisition of user-specific lexicons. They also encourage investigation of how linguistic constraints, acoustic-phonetic constraints, model robustness, and speaker dependence should be integrated into the process of identifying the optimum choice of the acoustic baseform. As a first step in evaluating these issues, a study was performed to investigate different linguistic constraints and different definitions of HMM subword acoustic model context for automatic acoustic baseform determination. This study is described in Section 3.

Utterance verification techniques are very important for user-configurable vocabularies because out-of-vocabulary input from users is especially common. To deal with these “unexpected” events, several techniques based on likelihood ratio based hypothesis testing criteria are applied to verifying word hypotheses produced by the speech recognizer and also to modifying the optimization criterion used in the decoder. Techniques and experiments relating to utterance verification in the name dialing service are discussed in Section 4.

2 NAME DIALING TASK

2.1 Description of Service
The vocabulary independent speech recognition techniques described in this paper are motivated by the development of a system which allows a user to associate voice labels with frequently dialed telephone numbers. Once the service has been accessed, the user can place a call by simply speaking the voice label that has been associated with the desired number. For the system evaluated in this study, a user adds new entries to the voice label inventory by speaking three utterances of the word during an enrollment procedure.

The name dialing service is based on a speaker independent subword acoustic model based HMM speech recognizer. Each vocabulary word is represented as a sequence of subword acoustic units, or phonetic transcription, that must be derived automatically from the enrollment utterance. Separate phonetic transcriptions are derived from each enrollment utterance and these are incorporated into the speaker specific lexicon.

2.2 Speech Corpora
The speech corpus used to conduct the experimental study described in Section 4 is composed of utterances collected from actual users of a trial version of the name dialing service described in Section 2.1. A 56 speaker subset of the total population of speakers participating in the field trial was chosen for the evaluation corpus. This subset was chosen primarily based upon their frequency of use of the service in order to provide a sufficient number of utterances per speaker. The total number of test utterances per speaker ranged from 70 to 200 utterances.

The vocabularies that were trained by each speaker ranged in size from 7 to 36 voice aliases, with an average over the entire population of 15 aliases per speaker. In order to evaluate the performance of techniques for verifying the occurrence of keywords in unconstrained utterances, it is
necessary to have a relatively large number of non-keyword utterances. An analysis of the distribution of calls to the name dialing service showed that over 15% of the calls received did not contain valid vocabulary words. However, since there was a shortage of out-of-vocabulary (OOV) utterances available for evaluating the performance of utterance verification techniques, an artificial scenario was constructed where a five word subset of each speaker's total vocabulary was chosen as the speaker's active vocabulary. The utterances corresponding to the remaining vocabulary words were then used to represent OOV speech. The words in the active vocabulary are referred to below as the set of in-vocabulary (INV) words. The total test set contained 3594 utterances.

### 3 Acoustic Modeling

In most speech recognition applications it is assumed that a pronunciation dictionary exists for all words in the vocabulary or that some lexical representation of the vocabulary words exists from which a phonetic pronunciation can be derived. This implies that, for every lexical item that will be input to the speech recognizer, there is a set of rules which describes how that lexical item will be expanded according to the inventory of subword units. These rules might be defined explicitly by linguists as entries in a lexicon, or defined as probabilistic grapheme-to-phoneme rules that are derived from text corpora. Networks of pronunciations for lexical items may also be defined through pre-specified phonological rules applied to a baseform pronunciation. However, we are interested in those applications where no prior information concerning the pronunciation of the vocabulary words is available. Our first problem is to determine a set of baseform pronunciations from unlabeled enrollment utterances.

#### 3.1 Unsupervised Automatic Baseform Determination

We investigated the performance of several unsupervised maximum likelihood decoding procedures for extracting acoustic baseforms from enrollment utterances. The performance of unigram, bigram, and trigram phonotactic grammars trained from a six million word text corpus taken from the Associated Press News Wire were compared on this task. For each voice label, the user spoke a set of $M$ enrollment utterances which were analyzed into sequences of observation vectors $Y_1, \ldots, Y_M$. The $j$th observation vector $Y_j$ is given by the $T_j$ length sequence $Y_j = \tilde{y}_{j1}, \ldots, \tilde{y}_{jT_j}$, where $\tilde{y}_{j1}$ is the 39 component observation vector obtained at time $t$ of the $j$th utterance. The enrollment procedure produces a set of $M$ phonetic baseforms $R^1, \ldots, R^M$. The $j$th phonetic baseform $R^j$ is given by the $N_j$ length sequence $R^j = r_{j1}, \ldots, r_{jN_j}$. The phonemes $r_{jn} \in \mathcal{P}$ that were produced as part of the phonetic baseform for class $j$ were taken from the inventory of subword acoustic units. Several different sets of subword units have been defined, and are described below. The optimal phonetic baseform is obtained by

$$R_j = \arg \max_{R \in \mathcal{P}} P(Y_j \mid R) P(R).$$

The probability, $P(R)$, in Equation 1 represents the prior phone sequence probability. A comparison of statistical unigram, bigram, and trigram models was made for representing this probability. These language models were trained without back-off from six million words of text [5].

#### 3.2 Definition of Subword Context

A second acoustic modeling problem that must be addressed in configuring a speaker dependent lexicon is the problem of training the initial set of HMM subword acoustic models. Different sets of subword acoustic units were investigated in terms of the definition of the context that each set of units represents. We compared the performance of context independent monophone models as well as context dependent tri-phone models. In all cases, the acoustic models were trained from a corpus of 12146 phrases collected over the public telephone network in the United States. The speaker population consisted of 2064 speakers, and there was a total of 4439 unique words in the training set.

Context dependent HMM models were trained using the forward-backward algorithm from the above "task-independent" corpus using a simple back-off procedure. Three state tri-phone models containing four Gaussian mixtures per state were trained for tri-phone contexts whose occurrence count in the training data exceeded a threshold $N_o$. Di-phone models were trained for di-phone contexts with occurrence counts greater than $N_o$. General context models were trained to cover contexts that occurred with frequency less than $N_o$.

The decoding network inferred by Equation 1 took the form of a single finite state network. The network was generated and interfaced with the maximum likelihood decoder [1] using a newly designed set of utilities for operating on finite state machines [2]. Descriptions of the statistical phonotactic grammar and the subword context constraints were compiled into separate finite state networks. These networks were composed to form the complete finite state network used for decoding the optimum phonetic baseform.

#### 3.3 Baseline Performance

Baseline speech recognition performance was measured for several different configurations of a name dialing system and displayed in Table 1. Forty-three subword acoustic models were trained using three state left-to-right HMM's from the corpus described above. Table 1 describes each system in terms of the number of mixtures per state, the size of the speaker dependent speech recognition vocabulary, and the procedure used for obtaining phonetic baseforms for the vocabulary words. Since each of the 56 speakers in the trial created a separate recognition vocabulary, speech recognition performance was measured individually using a separate lexicon for each speaker and then averaged. When the full vocabulary for each speaker is active during recognition and phonetic baseforms were obtained "automatically" from an average of three enrollment utterances per word. A level of 96.2% correct speech recognition performance was obtained. This fell only slightly to 96.0% when the number of mixtures was reduced to sixteen. In Section 4, several techniques are investigated for verifying the presence of a keyword within an utterance by defining a reduced vocabulary of five words per speaker, and considering the remaining words as 'out-of-vocabulary.' The third row of Table 1 shows that error-rate decreased over 60% when using the smaller vocabulary. A discussion of the word verification results will be given in Section 4. Finally, the last row of Table 1 describes the performance of a system which obtains phonetic baseforms for vocabulary words using the pronunciation engine from the Bell Labs text-to-speech system. A single phonetic expansion was obtained for each word. Since many vocabulary items were proper names, it was necessary to hand correct many of the pronunciations produced by the text-speech system. It
was surprising to note that the error rate actually increased nearly 30% using the text-to-speech pronunciations. This is consistent with the findings of a similar study [3].

<table>
<thead>
<tr>
<th>Mixtures per State</th>
<th>Vocabulary Size (words)</th>
<th>Enrollment Procedure</th>
<th>Percent Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>15 (ave.)</td>
<td>automatic</td>
<td>96.2</td>
</tr>
<tr>
<td>16</td>
<td>15 (ave.)</td>
<td>automatic</td>
<td>96.0</td>
</tr>
<tr>
<td>64</td>
<td>5</td>
<td>automatic</td>
<td>98.4</td>
</tr>
<tr>
<td>64</td>
<td>5</td>
<td>tts</td>
<td>97.2</td>
</tr>
</tbody>
</table>

Table 1: Speech recognition performance for name dialing system under a variety of conditions.

### 3.4 Constrained Decoding

An additional set of experiments was performed to evaluate the importance of additional linguistic constraints and improved acoustic modeling on word accuracy for voice label recognition. Table 2 describes the word accuracy obtained when statistical phonotactic grammars and context dependent acoustic models were used for automatic acoustic baseform identification. The first column of Table 2 displays performance for context independent (CI) models and the second column displays performance for context dependent (CD) acoustic models. All of the results in Table 2 were obtained for speaker dependent vocabulary sizes averaging fifteen total words per speaker.

There are two important observations that can be made from these results. The first is that higher level phonotactic constraints in the form of statistical bigram and trigram grammars applied during the enrollment procedure have very little effect on word accuracy when CI models are used. The improvement obtained using phonotactic constraints is somewhat more pronounced when CD models are used. The second observation is that better modeling of acoustic context using tri-phone models trained from a task independent corpus has a significant effect on word accuracy. Context dependent acoustic models are shown to reduce the error rate by 32 percent over context independent models when a trigram grammar is used during the unsupervised enrollment procedure.

<table>
<thead>
<tr>
<th>Word Accuracy</th>
<th>Phonotactic Constraints</th>
<th>Subword Context</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CI</td>
<td>CD</td>
</tr>
<tr>
<td>Unigram</td>
<td>96.0</td>
<td>96.9</td>
</tr>
<tr>
<td>Bigram</td>
<td>96.3</td>
<td>97.4</td>
</tr>
<tr>
<td>Trigram</td>
<td>96.3</td>
<td>97.5</td>
</tr>
</tbody>
</table>

Table 2: Voice label recognition word accuracy for a range of phonotactic constraints and for both context independent (CI) and context dependent (CD) subword acoustic units.

### 4 Word Hypothesis Verification

To deal with the problem of non-keyword input utterances, word hypothesis testing procedures have been developed for the purpose of verifying the presence of a vocabulary word in an utterance. This section describes several techniques that have been applied to utterance verification (UV) for the name dialing problem. Utterance verification procedures are investigated which are based on a likelihood ratio (LR) based hypothesis testing criterion. A likelihood ratio score

\[
S(Y, \lambda^C, \lambda^I) = \log P(Y \mid \lambda^C) - \log P(Y \mid \lambda^I)
\]

is computed in order to test the hypothesis that utterance \( Y \) was generated by the most likely model, \( \lambda^C \), obtained during speech recognition versus \( Y \) having been generated by an alternate hypothesis model \( \lambda^I \). Two issues relating to LR based UV are investigated for verifying the existence of vocabulary words in the name dialing application. The first is the effect of different parameterizations for the alternate hypothesis model in the LR test of Equation 2. The second issue relates to the criterion used to estimate the parameters of the models \( \lambda^C \) and \( \lambda^I \) when used for UV.

#### 4.1 Definition of Alternate Hypothesis Model

Several very simple parameterizations for the alternate hypothesis model were investigated. The best trade-off between performance and computational complexity was obtained using a frame based likelihood ratio test. The alternate hypothesis probability was given in terms of the observation probabilities \( b_i(y_t) = p(y_t \mid s_t = i) \) at time \( t \) for state \( s_t = i, i \in S_t \).

In Equation 3, \( S_t \) is the set of states used for forming the alternate hypothesis model probability. Several definitions of this set were evaluated. The best performing of these was the simplest. For each observation frame \( y_t \), the probabilities \( b_{s_t}(y_t) \) for all active states are computed, and the \( M \) most likely states are used to form the set \( S_t \) in Equation 3. This is very similar to utterance verification and word spotting procedures proposed elsewhere [2, 9].

Figure 1 shows a comparison of utterance verification performance using three different definitions of the alternate hypothesis model probability. These include the “state-net” given by Equation 3, a “phone-net” consisting of an unconstrained network of phonemes obtained according to Equation 1, and a “word-net” consisting of alternate word candidates obtained during recognition. The performance of the different utterance verification procedures is described using a set of receiver operating characteristic (ROC) curves. The performance was measured separately for each speaker in the 56 speaker corpus described in Section 2.2 and each word in that speaker’s reduced five word vocabulary. A separate speaker dependent, word dependent threshold was applied to the likelihood ratio scores for each word. Each curve represents an average of individual speaker dependent, word dependent ROC curves. It is clear from Figure 1 that the phone-net and state-net alternate hypothesis models achieved the best performance. The plot on the left in Figure 1 shows that, in both cases, over 80% of the out-of-vocabulary utterances were rejected at an operating point where only 5% of the within-vocabulary utterances were rejected. The plot on the right shows that nearly 90% of in-vocabulary words were correctly detected by the two methods at the same operating point.

The performance shown for the state-net alternate model was obtained using the twenty most likely states in the network as the set \( L_t \) of states in Equation 3. This alternate model performs only slightly worse than the phone-net. This is very important because the state-net alternate model requires very little additional complexity during decoding. This is because the probabilities \( b_l(y_t) \) that are used
5 SUMMARY AND CONCLUSIONS

A set of techniques and experiments for automatic acoustic baseform determination and utterance verification in a name dialing task have been described. These techniques were evaluated on utterances that were collected during an actual trial of a name dialing service over the telephone network. The effect of higher level phonotactic constraints and improved acoustic modeling for obtaining speaker dependent acoustic baseforms from unlabeled enrollment utterances were evaluated. The application of these techniques resulted in a reduction in error rate of 37%. Several different likelihood ratio based hypothesis testing procedures were evaluated for word verification. The procedures differed both in the manner in which the alternate hypothesis model was defined and in the criterion used for estimating model parameters in training. A likelihood ratio based training procedure was found to improve UV performance by over 25%.
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